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On Fractionally Integrated L ogistic
Smooth Transitionsin Time Series
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Long memory and nonlinearity are two key features of some macroeconomic time series which are characterized
by persistent shocks that seem to rise faster during recession than it falls during expansion. A variant of
nonlinear time series model together with long memory are used to examine these features in inflation series for
three economies. The results which compares favourably with that of van Dijk et al. (2002) elicit some
interesting attributes of inflation in the devel oped and developing economies.
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1. Introduction

The era of nonlinear modelling has come to compténimear modelling in financial or
econometric time series. This is due to the faat thany real world problems do not satisfy the
assumptions of linearity and/or stationarity. Theessical theory of stationarity and linearity may
not apply to some economic, finance and macroecanearies because they consider series at
its level, I (0); first order integrated serie$(1) as well as higher order integrated series (Box

and Jenkins, 1976). Hassler and Wolters (1995)idered a case of long memorly(,0< d< 0.5)

for inflation data from five industrialized courgs and found that the series are all within the
long memory range.

The nonlinearity property of economic series cao dle justified by the existence of asymmetry
in inflation’s dynamics (Mourellet al., 2011). In order to consider these possibldinearities,

it is necessary to have econometric models thaalaleeto generate different dynamics according
to the business cycle phase. (see Granger andvirea&4.993); Terasvirta (1994)). van Digt

al. (2002) present the modelling cycle for speatiitn of smooth transition autoregressive
(STAR) model which include estimation of differemgi parameter, testing for nonlinearity,
parameter estimation and model adequacy testheitdse where the transition function is the
logistic function and applied this on US monthlyeamployment rate. Smallwood (2005) and
Boutaharet al. (2008) extend these results to the fractignallegrated STAR (FISTAR) model
with an exponential transition function. The models applied to measure the purchasing power
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by considering the real exchange rate data fortyveountries. This model is still new and has to
be tried beyond its applicability to exchange rates

This paper therefore seeks to examine the dynaamdsapplication of fractionally integrated
logistic STAR (FILSTAR) model on inflation rates twia view to obtaining better parameter
estimates and reliable forecasts. The remainingiosec of the paper are then organized as
follows: Section 2 gives the general review of HETAR model and the linearity tests. Section
3 discusses the estimation of the model; Sectipredents the results of the analysis and Section
5 gives the conclusion.

2. TheFISTAR Model Specification

A Fractionally Integrated (FI) time series procéss},t=1,...T is considered as

(1-B)' X, =y, 1)

WhereB is the backward shift operatatjs the non-integer fractional differencing paraenetnd
y,iS a covariance-stationary process. For fractignategrated process in (1), the integration
parameterd assumes values within the stationary and invertiblege —0.5<d < 0.5(Sowell,
1992a; Mayoral, 2007).Fab<d < 0.5, X, is a stationary long memory process in the semeste t
autocorrelations are not absolutely summable bilteraat a much slower hyperbolic rate. It
exhibits nonstationary processofs<d < 1.

Applying the Maclaurin’s series expansion aroBnd0, the fractional difference operator is
expanded as,

(1—B)"=1—o||3—M i r(d*i) g )
2! = (-d)r(j+1)
where the Euler gamma function,
z):jsz‘le'sds:(z—l)! z2>0 (3)
0

Based on (2) and (1), the fractionally integratddAB (FISTAR) model of ordep is expressed
as,

: r( + ) ~
2 B'X, =y,

=r(-
I (1= F (s:1.0)) + BIPF (s:y.0) + &

U

wherg =1,2,...T, yt (1 Vic1yes ,yt_p)', Q :(gqo,qql,...,gqp) andi=1,2. The ¢,is assumed to be a
difference sequence distributed with E(st|Qt_1) =0 and E(gt2|Qt_l) = g2 with
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Qi = Vit Y20 Yar(pmg) Yip representing the past history of the time sefeiowing Terasvirta
(1994), the transition variablg is assumed to be a lagged endogenous variabtastsa=y,
for certain integed<I| < p. At point |, nonlinearity is sharper. For the case where 12 or
autoregressive parameters determine the lineargbate STAR model, the inequality> p
holds. In the general FISTAR model in (4) above, tfansition functiorF(s;y, c) is assumed to
be either of logistic or exponential form (Tera&jrl994) as given below:

F(a:y.c)=l+exp(_1}/(s_c)), y>0 (5)
F(st;y,c):l—exp(—y(St—C)z), y>C (6)

In that case, using either (5) or (6) in the FISTARdel in (4) leads to fractionally integrated
logistic STAR (FILSTAR) and fractionally integrateskponential STAR (FIESTAR) models
respectively. They is the slope parameter andthe intercept in the transition function. In the
FILSTAR and FIESTAR models mentioned above, itleac that the models reduces to linear
autoregressive fractionally integrated (ARFI) ofder p when the transition function,
F(s:y.c)=0 or 1, that is shifting between two extreme linszgimes after staying in nonlinear

region for some time. The fractional paramelethe autoregressive parametggsand nonlinear
parametersy and c make the FISTAR model potentially useful for captgrboth long memory
and nonlinear smooth transition features of thets@aries X, (Boutaharet al., 2008).

STAR modelling approach of Terasvirta (1994) hasrbmodified to capture our specification
procedure for FISTAR, as it is proposed by van Rijlal. (2002):
1. Specify a linear ARFI) model by selecting the autoregressive onodryy means of
Akaike and Schwarz information criteria (Akaike,78%nd Schwarz, 1978).
2. Test the null hypothesis of linearity against thieraative of a FISTAR model.
3. Specify the model STAR model by choosing betwees thio competing transition
functions.
4. Estimate the parameters in the specified FISTAReahod
5. Evaluate the estimated model using misspecificatests (no residual autocorrelation,
serial correlation, normality test, ARCH test artldens).

Terasvirta (1994) follows the approach of Luukkgn&aikkonen and Terasvirta (1988) in
replacing the transition functicm(a;y,c)with a suitable Taylor series approximation abgeto
and test linearity by means of a Lagrange multiglig) statistic. Luukkoneret al. (1988) then
consider testing the null hypothesdts, : y =0 of linearity against the alternative of logistic &H

(LSTAR) nonlinearity by using the LSTAR function.h& third order Taylor's series
approximation of the logistic model is then givenaauxiliary regression model,

Y =@9" + BI7s + BITS + BT+ & @)
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whereg =(,3,1,...,,Bip)',i =1,2,3 are functions of the parametegsg ,y and c. The null hypothesis

then becomed,: 4 =4,=4,=0, which implies the selection of linear model. Téygproach of
Terasvirta (1994) is to specify the model basethemested hypotheses:

Ho: ;=0

Ho, 1B, =0|B; = 0Hgz: 3, = 0|8, = B, = 0(8)

which is supported by Escribano and Jorda (200hjs $equence of hypotheses implies that
rejection ofH,; suggests acceptance of LSTAR model. Also, rejeatioH,is an acceptance of

exponential STAR (ESTAR) model. Lastly, rejectioh 8., implies the selection of LSTAR
model.

Analytically, the test procedures follow:

1. Regressing,on{Ly,;;j=12...,p}to formé, (t=1,2,...T) and computing the residual
T
sum of squaressR, = &;
t=1

2. regressing, on {1y .y.s,i=12..pk= 1280 form the residualss (t=1,.2,..T)
T
and SR => &*and
t=1

(SSR,-SR)/3(p+1)
SR, /(T -4(p+1)

3. computing the test statistie = and F = F3(p+1), T-4(p+1)

3. Estimation of FISTAR Parameters

The estimation of FISTAR model starts by estimating fractional difference parameter in the

series. This is achieved using Hurst (1951) by asing the Hurst coefficient. He used the non-

parametric approach by employing a rescaled sta{RtS) defined as:
R/S:j/sr(q)(srigé(xj—X)—Kimry;;(xj—X)J 9)

whereS; is the MLE estimate of standard deviation from dinseries, X;. Then,
Sl_(q):Sr+2in (a)y, and w, (q) =1~ j/(a+1) such thatq<T (Lo, 1991).The Hurst coefficient,
=1

H is then estimated by,

1
log(T
The fractional differencing parametelis then obtained as,

A~

d=H-05. (11)

H =

log(R/S). (10)

~—r
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The approximate values of can be obtained in the time domain as in Sow&924, b). The
time domain approach follows the Binomial Theorepresentation ofl- B)d. This implies that

y, IS approximated by usin@ estimated by the Hurst estimation approach andurcated
fractionally differenced series is given as,

e I'(—&+j) 12
Yi _;mxt—j ( )
i ( c]+t+k) (13)

From (12), itis clear to seX,_; =0 for t - j outside of the sampl&,

The second transformation approach uses the fregmain approach of Geweke and Porter-
Hudak (1983). Here, the Fourier transform of theesbed seriesX, is pre-multiplied by the

Fourier transform of the fractional differencingeogtor based ord, and then compute the
inverse Fourier transform. The final series obtilows an autoregressive moving average
(ARMA (p,q)) process.

According to van Dijk et. al. (2002), after theiesttion of the fractional difference parameter,
all the remaining parameters in the STAR modelemtanated together. Beran (1995) suggests
approximate maximum likelihood (AML) estimator famvertible and possible nonstationary
autoregressive fractionally integrated moving ageréARFIMA) model which allows for regime
switching autoregressive dynamics. This estimdien minimizes the sum of squared residual
of the STAR model as,

S((q,(ﬂz,y,C):ZEtz (ﬂ'%,%c)- (14)

We now consider the choice of appropriate startialyie parameters and the estimation of the
smoothness parameter in the transition functiore @stimation procedure can be simplified by
concentrating the sum of squares function sincegpttameters/ andcin the transition function

imply STAR model of parameterg and ¢, and this makes the FISTAR model linear in the
remaining parameters (Leybourme al. (1998),van Dijk et al. (2002)). Then, estimates

o=(d.4) can be obtained by ordinary least squares (OLS) as

g
X PRV

o(y.c)=—2 , (15)

z (p)(y’ )yt(p)(y,c)

t=1

wherey® (y.c) =| %/ (1-F (s:¥.c) %\PF v c)] and the notationp(y,c)is used to indicate that
the estimate ofis conditional upop and c. Thus, the sum of squares functiQy (¢) can be
concentrated with respect tgand ¢, as,
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. A 2
Q=Y -0 e 7 (v.c) | (16)
t=1

andQy (y,c) will be minimized with respect to parametgrand conly. The estimate of is very
difficult to obtain when it is large because itega value makes the STAR model to be similar to
threshold autoregressive (TAR) model as the triamsfunction, F(s;y,c)comes close to a step
function and this function is then standardized.obtain an accurate estimate, there should be
many observationss in the neighbourhood of and this implies small deviation. Sensible
starting value for the nonlinear optimization ok tliSTAR model can easily be obtained by
considering a two dimensional grid search gvendc. Then for any set of the two values

(AJ-C,A{ ) the parameter vector(ai,¢2)are then estimated through ordinary least squaesS).

The outcome of this is a set of estimal(q?@,(}f, ;70,60). Practically, most estimation software for
STAR modelling are designed to follow the spectima,

Y =d%” +(@-a) YPF (sipc)+& (17)
where the nonlinear part is on one side of the hode

4, Data Analysisand Results

The monthly macroeconomic time series data ontioflaare sourced variously from Federal
Reserve Bank of St. Louis (US Inflation data), Naél Bureau of Statistics (Nigerian Inflation
data) and Office of National Statistics (UK Inflati data). These series range from January 1991
to December 2009T(= 228). These data are large enough to adjustherldg operations
performed during model specification and estimatireliminary analyses have been performed
using EViews 5 software from Quantitative Micro 8Badre, LLC. Smooth Transition Regression
(STR) analysis is performed using the R-STAR cooted package available through R
Development Core Team (2009) for the analysis ofinear time series (Balcilar, 2008).

Table 1. Descriptive Statisticson Time Series

Statistics Nigeria Inflation Series US Inflationries UK Inflation Series
Minimum 0.90 -2.10 0.50
Maximum 78.50 5.65 8.50
Mean 22.020 2.650 2.351

Std. Dev. 19.856 1.179 1.574
Skewness 1.362 -0.867 2.252
Kurtosis 3.57: 5.85¢ 8.06:
Jarque-Bera 73.596 105.957 436.189
Probability 0.0000 0.0000 0.0000

Table 1 shows the significance of the Jarque-Bestadf normality at 5% level for inflation series
in Nigeria (NIIR), US (USIR) and the UK (UKIR) whicimplies that inflation rates are not
normally distributed. Nigerian inflation rates eoas high as 78.50 between 1995 and 1996.The
minimum inflation rate was experienced in 2000. B¥& UK displayed fair level of stable
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inflation between 1991and 2008. The time plotstyedisplay asymmetric behaviours and high
persistence of inflation over the years and thia @ccordance to van Digt al. (2002).
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Fig. 1. Time Plots of Inflation Rates

Probing further into the dynamics of stationarigsbd on augmented Dickey Fuller (ADF) unit
root tests which has the null hypothesis of unittrdhe results of the ADF test indicate rejection
of this null hypothesis at 1, 5 and 10% for Nigeaiad US inflation series. UK inflation is
stationary at 5 and 10% level. The ADF test is zoréd using the KPSS test of long memory as
reported jointly with ADF test in Table 1. This tdgs been applied in Lee and Schmidt (1996)
to test for stationarity in long memory range. #shthe null hypothesis of series stationarity
against long memory. Subjection of our inflatiorrieg to KPSS shows rejection of null
hypothesis. Therefore, long memory is confirmethminflation series.

Table 2: Stationarity Testson Inflation Time Series

Nigerian Inflation Series(NIIR)  US Inflation Sesi€USIR) | UK Inflation Series (UKIR
Test ADF KPSS ADF KPSS ADF KPSS
Statistic -3.522 0.752 -4.589 0.737 -3.055 1.212
1% -3.459 0.739 -3.459 0.739 | -3.459 0.739
5% -2.874 (0.0083) 0.463 -2.874 (0.0002) 0.463 _2'874(0.0083) 0.463
10% -2.574 0.347 -2.574 0.347 -2.574 0.347

Since fractional differencing is possible in thélation series based on stationarity tests, Table
3then shows the estimates of the fractional diffeeeparameter computed after Hurst (1951).
The fractional difference estimates are actuallyomy memory range. The estimates of 0.3289
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reported for Nigeria is another indication of irese in the inflation rate as compared with US
and UK inflation rates.

Table 3: Estimation of Fractional Difference Parameters
Non-Parametric Approach

Nigerian Inflation | US Inflation UK Inflation
_ Series (NIIR Series (USIE__| Series (UKIR
d 0.3289 0.1542 0.2819
RIS (90.0325) (34.8870) (69.7733)

The series are then fractionally differenced basedhe estimates in Table 3 to have “pure”
stationary series. The transformed series, as cbjeto stationarity tests in Table 4 give
acceptance of null hypothesis of stationarity ofS&Ptest as against the alternative hypothesis.
Fractional differencing actually removed long meyeifects in the series.

Table 4: Stationarity Testson Fractionally Differenced Time Series

Nigerian Inflation Series (NIIR) US Inflation SeriddSIR) UK Inflation Series (UKIR)
Test ADF KPSS ADF KPSS ADF KPSS
Satistic -3.122 0.416 -3.186 0.1639 -6.046 0.2543
1% -3.459 0.739 -3.459 0.739 -3.459 0.739
5% -2.874 (0.0264) 0.463 -2.874 (0.0222) 0.463 -2.874 (0.0000) 0.463
10% -2.57¢ 0.347 -2.57¢ 0.347 -2.57¢ 0.347

Modelling cycle of FISTAR model continues by fitjiinear AR models to the inflation series.
Optimal models were obtained based on minimum wabfeAlIC and SIC. So, AR (2), AR (4)
and AR (2) models are optimal models for Nigeri&g Bnd UK inflation series respectively.
Table 5 shows the result of the first stage in maar STAR testing. Nonlinearity is found to be
sharper at different lagss 4, | =3 and| =1for Nigerian, US and UK inflation series. These are
determined as least significant points x| < por | > p.Note that this is determined based on
| > p, that is certain point outside the model lags. IMear smooth transitions are tested in these
sharper points. The test results as given in Talsleows at least the significance of one of the
based on the auxiliary regression in (7) which nsimdication that the three inflation series
exhibit nonlinear smooth transition autoregressigbaviour.

Table 5. Determination of the Transition Variable, s =y,

Nigeria Inflation Series US Inflation Series UKlation Series

Dela 1 2 3 4 5 1 2 3 4 1 2 3 4

Prob | 0.013 0.010 0.007 0.005 0.007| 0.000 0.000 0.000 0.000| 0.224 0.318 0.327 0.418

Based on the nested hypothesis in (8), LSTAR moaledsspecified for the three inflation rates
unlike ESTAR model specified for exchange rateqBoutahar, 2008). The specification of
LSTAR model for inflation series support the fawtinflation series are assymetric.
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Table 6: STAR Nonlinearity Test and Model Specification

Nigeria Inflation Serie US Inflation Serie UK Inflation Serie:

B 1 2 3 1 2 3 1 2 3

Prob.. | 0.37617 0.00094216 0.43241 | 0.031438 8.34E-07 0.00019 | 0.60882 0.69793 0.03607

Model LSTAR LSTAR LSTAR

Estimation results are presented in Tables 7-9.eNmibset of the insignificant nonlinear
parameters cannot be taken in the RSTAR contribpde#fage for R software. So, the STAR and
FISTAR models presented are optimal.

Table 7: Estimated LSTAR Model for Nigerian Inflation Rates

Model AR ARFI LSTAR FILSTAR
Estimato | Estimate | Prob Estimate | Prob Estimate | Prob Estimate | Prob
a2 21.65910] 0.00000 1.64978 0.0000 0.23993 0.0p01  0.0B211 04513
0
a 1.9354¢ | 0.0000( | -0.4820< | 0.000: | 1.9817" | 0.000( | 1.5811! | 0.000
. 1
Linear part é{ -0.94128| 0.00005 -0.18114 0.0080 -1.00173 0.0p00 -0.32336 0[0538
2
~ -0.26088 0.003%
s
2 2.7947. | 0.039¢ | 1.6574¢| 0.296:
0
2 -0.03051| 0.0309 -0.64939 0.085
1
- 0.17342 0.7273
b,
- 0.95191] 0.0324
Nonlinear part %s
P - -0.67563 0.0014
By
J 2.92593| 0.1881 10.98377 0.32b1
& 43.8851: | 0.000( | 15.1018! | 0.000¢
i 4 4
AIC 332.0028 310.4322 300.2108 299.1587
sc 342.290: 321.562: 324.061 336.686!
Diagnostictests | 0.9994 0.9959 0.9995 0.9963
ARCH-LM | 05657 00454  1.8344 0.0177 2.08314 0.00150 3.43958 0/0650

In this Table, the point estimates of slope paramgt: 2.9259%qr | STAR and? =10.9837 g5,
FISTAR models indicate that the transition betwtentwo regimes of STAR model is slow and

fast. Fractional integration, in fact led to impealfit as indicated in the estimates Bf.This
implies that ARFI and FISTAR models are preferredAR and STAR models respectively but
the introduction of FI does not lead to improvariithe FISTAR model (van Dijk et al., 2002).
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Table8: Estimated LSTAR Model for US Inflation Rates

Model AR ARFI LSTAR FILSTAR
Estimator | Estimates Prob Estimates Prop. Estimak®b. Estimates Prob.
éf 2.7272% | 0.000( 1.2478( | 0.000( 0.1684: | 0.137( 0.0108¢ | 0.606¢
0
(é 1.4307:| 0.000( | -0.5473( | 0.000( | 1.2860¢ | 0.000C | 1.1647 | 0.000(
1
Linear part ¢A12 -0.73275| 0.000( 0.17336 0.0113 -0.52379 0.0p00 -0.49817 0/0000
él 0.36304| 0.0024 0.17673 0.0239 0.24095 0.0084
3
- -0.1460( | 0.039}
A
é 5.36344| 0.0814§ -1.67135 0.3084
0
(A@ 1.13672| 0.0443 0.86859 0.3403
1
- -2.2412: | 0.012:
Nonlinear part %
P f/ 7.67672| 0.527( 6.05677 0.4182
¢ 4.90000| 0.000( 1.64402 0.0000
|A 3 3
AlC 206.8093 200.4433 179.6015 186.8999
SC 223.9560 213.4328 210.3063 214.2287
Diagnostictesty g 0.895: 0.822: 0.906° 0.838:
ARCH-LM 1.9750| 0.0118 1.5736 0.0196 2.1640 0.0]42 43252 0.0377

Table 8 also shows the estimated slope paramétgrs 8.67672for LSTAR andj = 6.05677 for
FISTAR models indicating that the transition betwele two regimes of STAR model is slow.
The values of the slope parameters are closed d¢b ether because of small value of the
difference parameterj =0.154z. Also, FI led to improved fit but STAR model isegperred to
FISTAR model.

From Table 9, value of the slope parameter drogped j =33.780C to j=6.05677indicating
fast to slow smooth transitioning from one regiroethe other.Fl also improved the model fit
from AR and STAR to ARFI and FISTAR models respesy.

Conclusion

This paper has considered a model proposed in VgketDal. (2002) to model macro
econometric time series that is asymmetric. Theehdfound to be able to describe both long
memory and nonlinearity through fractional integmat and smooth transition modelling.
Inflation dynamics display high persistence whishan evidence of long memory. Stationary
time series models can be improved by fractionaliggrating the series. Also, time series model
can be improved upon by considering and modellioglinearity in the series. We would have
expected FILSTAR model to be the better one ouheffour models for each of the inflation
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series but this is not the case for the three sefikis indicates the serious competition arising
between fractional integration and nonlinearitysefies.

Table9: Estimated LSTAR Model for UK Inflation Rates

Model AR ARFI LSTAR FILSTAR
Estimator Estimates Prob. Estimates Praop. EstimatBsob. Estimates Prob.
2 3.28516. | 0.006" 0.13310( | 0.016< | 0.0108¢ | 0.606¢
0
a 1.12114| 0.0000 0.84805 0.0000 1.0600 0.0p00  1.16477 00000
. 1
Linear part é{ -0.1355; | 0.044: -0.1354( | 0.035: | -0.4981" | 0.000(
2
~ 0.24095/ 0.0084
A
2 159100 05414 -1.67195 0.3084
0
2 -0.184301 | 0.570¢ | 0.8685¢ | 0.340:
1
Nonlinear part 7 33.7800| 1.0000 6.05677 0.4182
& 6.02500| 1.0000 1.64402 0.0000
i 1 1
AIC 137.9201 197.5456 129.4520 186.8999
sc 148.2081 201.0211 153.3958 214.2287
Diagnostictests | 0.956¢ 0.833 0.957: 0.838:
ARCH-LM | 0.0003| 0.0989  0.0059 0.0939 0.05279 0.0818 1.70649 0.0193

Future research work should consider forecastsopadance of these models. Fractional
integration can also be combined with some othatlinear time series models in order to
confirm the inability Fl-nonlinear model to givedidit. With this, the dominant feature between
long memory and nonlinearity may be assessed.
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Best Linear Unbiased Estimate using Buys-Ballot Procedure
when Trend-Cycle Component isLinear

|heanyi S. lwueze®, Eleazar C. Nwogu® and Jude C. Ajaraogu®

The Best linear unbiased estimate (BLUE) of Buys-Ballot estimates when trend-cycle component is linear
are discussed in this paper. The estimates are those proposed by Iwueze and Nwogu (2004). Discussed
are the Chain Based Estimation (CBE) method and the Fixed Based Estimation (FBE) method. The
variates for the CBE method wer e found to have constant mean and variance but are correlated with only
one significant autocorrelation coefficient at lag one. The variates for the FBE method were found to
have constant mean, non-constant variance but with constant autocorrelation coefficient at all lags .
Because the CBE variates exhibit stationarity, Best Linear unbiased estimators of the slope and inter cept
were derived. Numerical examples were used to illustrate the methods.

Keywords. Best linear unbiased Estimator, Buys-Ballot dedlivariables, stationarity, minimum
variance, Moving Average Process of order one.

JEL Classification: C22, C32.

I ntroduction

lwueze and Nwogu (2004) developed two methodstohesing the parameters of a linear trend-
cycle component from the periodic averages of tbhgsBBallot Table (Table 1). The procedure

was initially developed for short period serieswhich the trend-cycle componerﬁM ¢ ) IS
jointly estimated and can be represented by adiegaation:

M,=a+bt,t=12,..,n (1.2)

where a is the intercept, b is the slope andhagitme point.

The two alternative methods are: (i) the ChaineBastimation (CBE) method which computes
the slope from the relative periodic average charagel (ii) the Fixed Base Estimation (FBE)
method which computes the slope using the firsiogeas the base period for the periodic
average changes.
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For short series in which the trend and cyclicamponents are jointly estimated, the two
contending models for time series decomposition thee additive and multiplicative models
(Chatfield (2004), Kendall and Ord (1990)).

Additive model: X, =M, +S, +e, (1.2)
Multiplicative model: X, =M, S, e (1.3)

where M, is the trend-cycle componen®, is the seasonal component with the property that
S(i-1)s+j =9
obtained by Iwueze and Nwogu (2004) for the adeitiand multiplicative models are
summarized in Table 2.

e ;,1=12,..,m, and e, is the irregular or random component. Results

It is clear from Table 2 that the trend-cycle esties are the same for both the additive and
multiplicative models. We can also note from Tabl#hat estimates of the intercept (a) and the
seasonal indice$sj ,i=1,2,..,m) depend on the estimate of the slope (b). Thiepagll
therefore concentrate on the Best Linear Unbiasguin&tor (BLUE) of the slope (b) parameter.
For the additive model (1.2), it is assumed thatithregular/error component is the Gaussian
N(0,62) white noise, while for the multiplicative model.8), g is the GaussiaN(0,62 )white
noise. For the additive model (1.2), the assumpigothat the sum of the seasonal component

S

over a complete period is zefdz S, = OJ, while for the multiplicative model (1.3), the swh

i=0

the seasonal component over a complete periEEsj = SJ.
j=0

Table 1. Buys-Ballot Table

Season

p 1 2 j S T. | X, |6,
1 X, X, X X, T, | X, | 6,
2 Xei1 Xsi X X o T, | X, |0,
3 X i1 Xosio X X5 T, | X, | 6,
b X imy)sen | X(i-1)s+2 X(i-1)s+] X(i-nses | Ti | Xi | 6,
M | Xm-nser | X(n-1)se2 X(m-1)s+} X s m | X | Onm
T.j T, T, T.j T,

X X , X, X X . X

o G, g, G, g, G
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T :Z X(i-1)s+j » 174 2,..,m X, =—= =}z X(i-1)sey » 151, 2,...,m;
=1
T, :Z X(i-1)s+j o 17L 2,..8
i=1

m s m.o s . — T T
T..=;Ti.=;1—.j=zZx(i—l)s+j, X”:mi”szmi”syn:ms

i=1 j=1

. 1< - . . _
g :\/s—lz (X(i—l)sﬂ"xi,)2 ,1=L2,.,m 5 =\/12 (X(i—l)s+j_x.j)2 ,

i=1

Table 2: Buys-Ballot estimates for linear trend.

Additive model (1.2) Multiplicative model (1.3)
T, as+%s (2i -1)s+1] as+b7s[(2i—1)s+l]
X, a+g[(2i -1)s+1] a+g[(2i -1)s+1]
T, ma+m7b[2j+n—s]+msl [ma+m7b(2j+n—s)}sj
X, a+g[2j+n—s]+sj {a+g(2j+n—s)}sj
T na+n?b[n +1] na+n7b[n +1]
X a+g[n+1] a+g[n +1]
~ Ym._il. Ym._il.
b(CBE) . .
“ 1 < Y.,_XL 1 (X=X,
b(FBE) n_S;[ i—-1 ] n—s;[ i-1 ]
a Y”—%[n +1] Y"—%[n+1]
S, XVJ—{X._+2(2j—s—1)} X_l/{xn+2(2j—s—1)}

The multiplicative model (1.3) can be linearizetrome the additive model (1.4)

X, =M, +S, +e ,t=12, ..

., n

(1.4)

where x* =|og, X,,M; =log,M,, S, =log, S, €, =log,e,. The behaviour ofM; =log M,

when M, is represented by a linear equation (1.1) have Istedied by Iwueze and Akpanta
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(2007) and it was shown that fer001< b/a < 006, M, could still be represented by a
straight linem; =a + gt, with @ =log,a and S =b/a. The behaviour ofs’ =log, s, to

achiev isj = 5] have been studied by lwueze et al (2008). Timaweur of e, =log,e, for
j=0

e ~ N(O, 02) when e, ~ N(l, 02) have been studied by lwueze (2007) and it was shbnat

the logarithmic transform of the Ieft-truncatédj(l, 02) distribution is approximately normal
when g <01. It follows that we can study the additive mog@kell) and apply the results obtain
to the multiplicative model after linearization.

The main objective of this paper is to obtain tHdJE of the slope parameter for the additive
model. Section 2 presents the covariance strucdli@BE derived variables, while Section 3
presents the covariance structure of the FBE oderivariables. Section 4 contains the
determination of the BLUE for the CBE estimate lo# slope parameter. Section 5 presents the
simple average of the CBE derived variables, Sedi@ontains the numerical examples while
Section 7 contains the concluding remarks.

2. Covariance Analysisof the CBE Derived Variables: Additive Model

Under the CBE method, the estimate of the sléﬁé was calculated as the average of
ble),i=1,2, .., m-1 given by Iwueze and Nwogu (2004) as:

- X -X.
ple) = 20 2L G529 2 m-1 (2.1)

i
S

For the additive model the assumption is that thegular components are independent and
identically normally distributed with mean zero asdmmon variances? = g2[ e -~ N(0, o2 )]-

Under this assumptiors, ~ N[o, J:J g, ~ N[o, o? ] e ~ N(o, UZJ.

m n

Using (1.2), the periodic averages are given by

X, = a+g[(2i—l)s+l]+éi_,i=l,2, ey (2.2)
Hence, our variable of interest is now given by
b(c) =

()T(Hl). - )Ti.): b + (é(i+1). - éi.), i=1,2,..,m-1 (2.3)

0 |
0 |
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Therefore, the expected value and variancﬁi(ﬁf are

(6 ) E(b)+— (e(,”).—éi_):b (2.4)
‘var( [(Bi(c)—b)z}:S%E[(é(ul). - € )2]
2
- 2;‘3 (2.5)
The covariance between(®) andb(®) is

o1, 5(7)= 1, = 69 - (61 )61 - (5

1 _ _ _ _ _
:S—ZE[G(.+1) €(j+1). ~€(1+1). 8 T & (.1, +ei.ej.] (2.6)
Forj =i +1,
-1_(_ -1( o? -o*
[y :?E(e(ﬁ+1).)zs—(?j: <3 (2.7)
Forj=i-1,
-1 -1 o? ~0?
o =—E(e2)="o 2 |=
;= g2E(e?) S[Sj = (28)
Forj=izxk,k>1,
g, =0 (2.9)

In summary, letR(k ) = cov(b*), b{¢),, ) and p, = r(k)/R(0). The results (2.5) through (2.9)
can be summaries as follows.
20%/s%, k=0
R(k)={-0?/s% k=%1 (2.10)
0, k>1
1, k=0
o, =1-1/2,k=+1 (2.11)
0, k>1
We have shown that the sequerhiﬁé),, I =1, 2,..., m—1, of CBE derived variables have the

covariance structure of a moving average proceswadr one (MA(1)). For more details on
MA(1) processes, see Box et al (1994), ChatfieGD@).
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3. Covariance Analysisof the FBE Derived Variables: Additive M odel

Under the FBE method, the estimate of the slcﬁﬁé was calculated as the average of

b{"),i=12,.., m-1 given by lIwueze and Nwogu (2004) as:

B(f)_x(i+1). 1

(=20 2L =12 . ,m-1 3.1
A (=) o
Using (1.2),
5p>=x<i(;1_>-l‘):1= P =12 et (32)

E(Bi(f)): E(b)+ (i _11)SE(e(i+1). _él.): b (3.3)
var(Ai(‘)):oi(,) :E[(Bff) -b )Z}— t _11)252 [(é(m). e, )2]
__ 2c’
-ﬁ (3.4)

Forj=i+k,
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Hence, the autocovariance and autocorrelationtstes are:

20° N
R(k)_ (|_1)253,k_0 (3.7)
(N (VR
1, k=0
pk:{l/Z, k=+1+2 .. (3.8)

We have shown that the sequemée, i = 2,3.., m, of FBE derived variables are not stationary
and their average as an estimate of slope (b),naitlgive a reliable estimate in its present state

4. Best linear unbiased estimate of slope (b) using the CBE derived variables

The CBE derived variable&)i(”, i=1,2,..,m- 1) have been shown to be stationary and can
be used for estimation, while the FBE derived \kzieia(Bi(f )i=1,2,..,m- 1) are not stationary
and estimates based on them will not be reliablhe sequence of CBE derived random
variabled(®),i=1,2,.., m-1, are found to have the covariance structure ofrsi-drder

moving average process (MA(1) process) with the@urtelation function given by (2.11).
Let a,,a,,,a,_; be any set of real numbers. A linear estimatéhefmeanb = E(Bi“)) is

given by

m-1
T=Y a bl (4.1)
t=1

If T is unbiased, we obtain that

E(T)= mz_:lai E(Bi(” )= mz_:lai b= bmz_:lai =b (4.2)
T is unbiased if and only if
m-1

D>.a =1 4.3)
t=1

The variance of T is given by

var(T) = r_nz_“laf var(v, ) + 2> Y a;a, cov(Y,, Y, ) (4.4)

i < J
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For the second order stationary sequence of randariables b(<) i=1,2,.., m-1, with
autocorrelation structure (2.14)r(T) can be written as

var(T) = R(0) S a7 +2R(1) S a, . (4.5)

2032 J { 2. al - Ezai a, +1} (4.6)

Linear unbiased estimates df that have minimum variance (among all linear uséd
estimates) are called best linear unbiased estinfBtdJE.s). Let

-2

S(a)= .Za Z A, (4.7)

=1

From (4.6)min(var(T))=R(0)min(S(a)). Hence, the BLUE ofb is obtained if we choose

m-1
a,,a,,,a,_, that minimizes(a) with respect to the constrain}_ a, =1. However, when

t=1

p, =0 forallk, a, =t
m_

m-1
As an example of the minimization of (4.7) subjgot the constraint) a =1, we let
i=1

m-1=10= m =11. Equation (4.7) reduces to

S(a)=a?+a?+a2+a’+a’+a’+a’+a’+a’
+(1-a,-a,-a,-a,-a,-a,-a, -a, -a, )?
-a,a,-a,a, -a,a, -a,a, —a,a, —a,a, —a,a,

—ag(l—al—az—a3—a4—a5—a6—a7—a8—a9) (4.8)

By equatingas(a)/aa, = 0, we obtain the system of linear equations give(if).
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4a,+ a, +2a,+2a,+2a,+2a,+2a,+2a;+3a,=2
a,+4a,+ a, +2a, +2a,+2a,+2a,+2a,+3a,=2
2a,+ a,+4a,+ a, +2a,+2a,+2a,+2a,+3a,=2
2a,+2a,+ a, +4a,+ a; +2a,+2a,+2a,+3a,=2
2a,+?2a,+2a,+a, t4a,+ a, +2a,+2a,+3a,=2 (4.9)
2a,+2a,+2a,+2a,+ a, +4a,+ a, +2a,+3a,=2
2a,+2a,+2a,+2a,+2a,+a, +4a,+a, +3a,=2
2a,+2a,+2a,+2a,+2a,+2a,+ a, +4a,+2a,=2

3a, +3a, +3a, +3a, +3a, + 3a, +3a, + 2a, + 6a, =3

We put the system of linear equations (4.9) in mdtrm, to obtain

o]
iy

412222223 2
a, 141222223 2
a, 214122223 2
a, 221412223 2
a, [=| 222141223 2 (4.10)
a, 222214123 2
a, 222221413 2
a, 222222142 2
. 333333326 3

©o

Evaluating (4.10) witha, =1-a,-a,-a,-a,-a,-a,-a, -a, —a,, We obtained the
following weights:

a, =0046, a, =0082 a, = 0.109; a, = 0.127; a, = 0.136; a, = 0.127,
a, = 0.109; a, =0082;  a,, = 0.046; S(a) = 0.005.

Given in Table 3 are the weights fer=3, 4,.., 21(m-1=2, 3, ..., 20). The plot ofs(a) against m
is given in Figure 1. Also illustrated in Figureid the fact thats(a) follows an exponential
distribution (Draper and Smith, 1999) given by
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- 2
S(a) = 02862~ 07156m + 00177m ; R2 = 099 (4.11)
s(a)
0.3
0.25
Original
0.2 Exponential: S(a) = g02862- 07156m + 00177m? "R2 =099
0.15
01 - Quadrati¢s(a) = 0.2413- 0.0354m + 0.0012m?2 ; R2 = 069
0.05 -
O T T T T 1
0 5 10 15 20 25 m
-0.05 -

Figure 1. Plot OfS(a):mz_laiz _nizai a;,, againstm.
i=1 i=1

5. Simple Average of the CBE Derived Variables

Iwueze et al (2010) discussed the properties ot#tienator based on the simple average (SAE:
Simple average estimator) of the derived CBE vé&gbiven by

b =L 3B (5.1)

“{5re)s (5.2)
var(f)(c) )= GE(CJ = (m }1)2 {Elvar(ﬁ,(c) )+ zmz_ll mZ—:lCOV(BI(C), BEC) )}
] ﬁ {Tz_llvar(f’.(” )- 2mzf cov(b*), b(e), )}
i ) o)

(from (2.5) and (2.7))
20°

:m{m—l—m+2}:(mfl)2[20j (5.3)

The SA estimate (5.1) is also a linear unbiasadasdr of the slope (b) parameter.
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Table3. Sample sizes (m) and their corresponding wefghts=1, 2, .., m - 1)

Sample size = m
8 9 10 11 12 13 14 15 16 17 18 19 20 21

3 4 5 6 7
0.025 0.022 0.019 0.047 0.016.014 | 0.013

0.500 | 0.300 | 0.200( 0.143 0.107f 0.083 0.067 0.055 460.0 0.039 | 0.034| 0.029

0.500 | 0.400 | 0.300f 0.229 0.179 0.143 0.117 0.097 820.0 0.070 | 0.060| 0.052| 0.044 0.04L  0.037 0.083 0.030.027 | 0.025

0 0.127 0.109 0940.| 0.082 | 0.072| 0.064] 0.057 0.05p 0.046 0.042 0.038.035

0.300 | 0.300 | 0.257| 0.214 0.179 0.15
0.048 40.04

0.200 0.229 | 0.214| 0.19Q 0.167 0.145 0.127 0.112.0990 | 0.088 | 0.079 0.071 0.064 0.058 0.0%3

0.143 | 0.179| 0.179| 0.167 0.151 0.136 0.122  0.110.099 | 0.089 | 0.081| 0.074 0.067 0.061 0.0%  0.0p2
0.058

0.115 0.106.096 | 0.088 | 0.080| 0.074 0.068 0.063

[}

0.107 | 0.143| 0.150| 0.144 0.136 0.12

0.12¢ 0.115 0.1p8 10.100.093 | 0.086| 0.080| 0.074 0.068  0.064

0.083 | 0.117| 0.127| 0.127

0.067 | 0.097| 0.109| 0.117 0.11p 0.106  0.1p1 94.90 0.088 | 0.083| 0.077| 0.073 0.068

0.070

0.054 | 0.082| 0.094| 0.099 0.09p 0.096 0.0p3 088.| 0.084 | 0.079| 0.075

0.046 | 0.070| 0.082( 0.088 0.089 0.088 0.086.08® | 0.079 | 0.076| 0.071

0.039 | 0.060| 0.072 0.07 0.081 0.080 0.080.077 | 0.075 | 0.071

0.034 | 0.052| 0.064 0.071 0.074 0.074 0.079€.073 | 0.070

0.029 0.046 0.057, 0.064  0.067 0.068 8.060.068

0.025| 0.041| 0.052 0.058 0.061 0.063 64.0

0.022 | 0.037| 0.044 0.058 0.086 0.0%8

0.019 | 0.033] 0.042 0.048  0.052

0.017| 0.030, 0.038 0.044

0.016| 0.027| 0.03§

0.014| 0.025

0.013

0.00@.001 | 0.001

S(a) | 0.250 | 0.100 | 0.050

0.003 | 0.002| 0.002 0.00p 0.001 0.0p1

0.029 0.01 0.012 0.0(PB 0.006 0%0.0 0.004
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Comparing (4.6) and (5.3), we note that the difieeebetween the variances of the SAE and the
BLUE lies in the difference betweesty =S a? - S a,a,., for the BLUE and(;2 for the
i A * m-1

)

SAE. Figure 2 illustrates the differences. Thdaree of the intercegta) is given in lwueze et
al (2010) as:

var(é):onz+(n;lj2 var(f)) (5.4)

m . m-1 ~
whereb = b(¢) = ( 1 1)Zb$°> for the SAE anch=T = " a,b{®) for the BLUE. At
m-21)i=2 t=1
1

2
j so that variances of the estimates of the slop¢har same for BLUE and

m=3 S(a) =(m—1

SAE.
6. Empirical Examples

The first example are simulations (all simulati@m&l computations in this section are done with
MINITAB) of n = 4m (m=8,11..,18) observations from,6 =a+bt+S, +e, with

a=10,b=02,S,=-15,S,=25,S,=35,S, =-45 ande, ~ N(0,1). The properties of the

BLUE were also determined and compared with thom® the Least Squares Estimation method
(LSE) and Simple Average method (SAE) of the Bugdidd derived variables.

As Table 4 shows, BLUE recovers the values of tbhpesand intercept used in the simulation
better than the other two methods. The variantdiseoestimates of the slope and intercept are
also smaller for the BLUE than for the other twathoels

The autocorrelation function (acf) of the residuabtained after decomposition using the LSE,
SAE and BLUE methods were used to confirm the adegwf the fitted models. Diagnostic
checks on the residuals are discussed in Box(é0aH).

m-1 m-2
03 1 BLUE: s(a)= Y a? - Y a,a,,,
0.5 1 i=1 i=1
S(a) . SAE: CEE
0.15 -
0.1
0.05 - m
0 : . : : .
0 5 10 15 20 25

1
(m-1

Figure2: Plot ofs(a)= nilaf - mfai a;., and against m
i=1 i=1

)2
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Table4: Summary of estimates of LSE, BLUE and SAE

m | Method | a b 0, G, S, S, S, S, o
LSE 1.309 | 0.181 | 1.261 | 0.067 | -1.322 | 2.534 | 3.439 | -4.651 | 0.996
SAE 1.490 | 0.170 | 0.459 | 0.025 | -1.339 | 2.529 | 3.444 | -4.634 | 1.029

8 | BLUE 1.084 | 0.195 | 0.361 | 0.019 | -1.302 | 2.541 | 3.432 | -4.671 | 0.977
LSE 1.174 1 0.191 | 1.196 | 0.056 | -1.538 | 3.086 | 3.108 | -4.656 | 0.875
SAE 1.185|0.190 | 0.413 | 0.021 | -1.539 | 3.086 | 3.108 | -4.655 | 0.876

9 | BLUE 0.965 | 0.202 | 0.313 | 0.015 | -1.521 | 3.092 | 3.102 | -4.673 | 0.861
LSE 1.170 | 0.192 | 1.106 | 0.047 | -1.347 | 2.403 | 3.518 | -4.573 | 0.999
SAE 0.615 | 0.219 | 0.185 | 0.020 | -1.307 | 2.416 | 3.504 | -4.614 | 1.019

10 | BLUE 1.006 | 0.200 | 0.170 | 0.014 | -1.515 | 2.347 | 3.574 | -4.406 | 1.004
LSE 1.666 | 0.193 | 1.109 | 0.043 | -1.258 | 2.593 | 3.638 | -4.973 | 0.963
SAE 0.762 | 0.211 | 0.411 | 0.017 | -1.231 | 2.602 | 3.629 | -5.000 | 0.966

11 | BLUE 0.987 | 0.201 | 0.306 | 0.012 | -1.246 | 2.597 | 3.634 | -4.985 | 0.957
LSE 1.481 | 0.180 | 0.961 | 0.034 | -1.288 | 2.180 | 3.476 | -4.368 | 0.960
SAE 1.478 | 0.181 | 0.403 | 0.015 | -1.288 | 2.180 | 3.476 | -4.368 | 0.960

12 | BLUE 1.360 | 0.185 | 0.296 | 0.011 | -1.281 | 2.183 | 3.473 | -4.375 | 0.958
LSE 1.199 | 0.193 | 1.026 | 0.034 | -1.273 | 2.683 | 3.644 | -5.054 | 0.947
SAE 1.371 |1 0.186 | 0.398 | 0.014 | -1.283 | 2.680 | 3.648 | -5.045 | 0.961

13 | BLUE 1.056 | 0.198 | 0.524 | 0.009 | -1.265 | 2.686 | 3.642 | -5.062 | 0.943
LSE 0.97C | 0.201 | 0.92¢ | 0.02¢ | -1.39¢ | 2.62Z | 3.36% | -4.592 | 0.99-
SAE 0.726 | 0.210 | 0.407 | 0.013 | -1.380 | 2.627 | 3.358 | -4.605 | 0.992

14 | BLUE 0.852 | 0.205 | 0.259 | 0.008 | -1.387 | 2.625 | 3.361 | -4.598 | 0.990
LSE 1.265 |1 0.191 | 0.847 | 0.024 | -1.465 | 2.393 | 3.308 | -4.236 | 0.982
SAE 0.803 | 0.206 | 0.407 | 0.013 | -1.443 | 2.401 | 3.301 | -4.259 | 1.006

15 | BLUE 1.147 1 0.195 | 0.268 | 0.008 | -1.460 | 2.395 | 3.306 | -4.241 | 0.962
LSE 1.166 | 0.195 | 0.867 | 0.023 | -1.114 | 2.520 | 3.375 | -4.781 | 0.969
SAE 1.358 | 0.189 | 0.396 | 0.012 | -1.123 | 2.518 | 3.377 | -4.772 | 0.983

16 | BLUE 1.036 | 0.199 | 0.213 | 0.005 | -1.109 | 2.523 | 3.373 | -4.787 | 0.967
LSE 1.13C | 0.19% | 0.84¢ | 0.021 | -1.37% | 2.46% | 3.49¢ | -4.58¢ | 1.14«
SAE 0.770 | 0.203 | 0.461 | 0.013 | -1.359 | 2.470 | 3.490 | -4.601 | 1.152

17 | BLUE 1.034 | 0.196 | 0.260 | 0.006 | -1.370 | 2.466 | 3.494 | -4.590 | 1.142
LSE 1.124 1 0.197 | 0.743 | 0.018 | -1.424 | 2.280 | 3.217 | -4.073 | 0.960
SAE 0.919 | 1.044 | 0.382 | 0.010 | -1.415 | 2.283 | 3.213 | -4.081 | 0.962

18 | BLUE 1.044 1 0.199 | 0.226 | 0.005 | -1.420 | 2.282 | 3.215 | -4.077 | 0.959

The second example is the 32 consecutive quartéssSobeer production, in millions of barrels,
from first quarter of 1975 to the fourth quarter 182, and is listed as Series W10 in Wei
In order to assess the forecasting pedoo® of our models, we use only the first 30

(1990).

observations of the series for model construction.

The estimates of the parameters using Least Squesgmation method (LSE) are again
determined and compared with those from the BLU& SAE computed from the CBE derived
variables. The computational procedure for theesifhb) is laid out in Table 5 while Table 6

gives the summary of the estimates.
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Best Linear Unbiased Estimate using Buys-Ballot Procedure
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Table5: Buys-ballot table for U.S. beer production.

Iwueze, Nwogu andjaraogu

Quarte
Year |l e fivo | x| 6 | b |a  |abl
1975 | 36.14| 44.60 44.1% 3572 40.15 4.88 0.2550 30080212
1976 | 36.19| 4463 46.9% 36.90 41.17 543 0.3575 30180511
1977 | 39.66| 49.72 4449 36.54 42.640 56 0.5425 90,10.0971
1978 | 41.44| 49.07 4898 39.59 44.77 497 0.3200 00/1®0608
1979 | 44.29| 50.09 4842 41.39 46.05 395 0.6800 9017.1217
198C | 46.11 | 53.4< | 53.0C | 42.5 | 48.771 | 5.3F | - 0.14% | -
0.0875 0.0125
1981 | 44.61| 55.18 52.24 41.66 48.42 6.34 0.6600 30080548
1982 | 47.84| 54.27 - - 51.06 4556 - - -
X 42.0¢ | 50.1¢ | 48.3z | 39.1¢ | 44.9¢
5, 44z | 4.07 |3.4€ |27¢ 5.6¢€
Table6: Summary of estimates of LSE, BLUE and SAE foilS_beer production
Method a b G, 8, S, S, S, S, 4]
LSE 39.099 | 0.380 | 1.790 | 0.101 | -2.692 | 5.018 | 3.592 | -5.918 |1.244
SAE 38.955 | 0.390 | 0.564 | 0.033 | -2.297 | 5.403 | 3.207 | -6.313 | 1.307
BLUE 38.88: | 0.39¢ | 0.461 | 0.02¢ | -2.291 | 5.40° | 3.20° | -6.31¢ | 1.31]

Wei (1990), ignoring the stochastic trend in tleeies, used 30 observations of the series for
Integrated Autoregressive Moving Average (ARIMA) deb construction. Based on the
forecasting performance of his models, he settitethe model

( Je.

1- 087 B*

(+o016)

(1-8%)x, = 149 +

(+009)

(6.1)

with 62 = 239.

The one step ahead and two step ahead forecféggs(,f)for ¢ =1and2, from the forecast

origin 30 are calculated for each estimation methdtie forecast errors and the corresponding
summary statistics used by Wei (1990) are showiralrie 7. With respect to Table 7, MPE is the
Mean Percentage Error, MSE is the Mean Square ,BWtAE is the Mean Absolute Error and
MAPE is the Mean Absolute Percentage Error as ddfin Wei (1990).

Table7 . Comparison of the forecasts between models

Lead | Actual Wei (1990) LSE SAE BLUE
time | Value | Forecast Forecast Forecast Forecast
Value Error Value Error Value Error | Value Error
1 52.31 54.38 -2.07 54.48 -2.17 54.24 -1193 5431 2.00-
2 41.83 45.37 -3.54 45.35 -3.52 45.11 -3]28 4518 3.35
MPE -6.2% -6.3% -5.8% -5.9%
MSE 8.4 8.6 7.2 7.6
MAE 2.8 2.9 2.6 2.7
MAPE 6.2% 6.3% 5.8% 5.9%
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The results of Table 7 indicate that the SAE andJBLgive approximate results that are better
than those given by the LSE and ARIMA in termsarketasts. This example illustrates the fact
that sometimes a simple descriptive model compéraah the Buys-Ballot procedure may be

preferred to the more complicated ARIMA and LSE Imoels in a series where all the methods
are adequate in terms of the residuals.

7. Concluding Remarks

This study has examined the Best Linear UnbiaséidhB®or (BLUE) of the slope (b) of a linear
trend-cycle component of time series computed ftbenBuys-Ballot derived variables defined
by lwueze and Nwogu (2004). The emphasis on thgesi® based on the fact that estimates of
the other parameters (intercept and seasonal s)dispend on it. The properties of the BLUE
were also determined and compared with those fr@rLeast Squares Estimation method (LSE)
and Simple Average method (SAE) of the Buys-Ballrtived variables.

The results show that of the two derived variad€eBE and FBE), only the CBE derived
variable were found to be stationary (with constaetan and variance) but are correlated with
only one significant autocorrelation coefficientag one. The derived variable from the FBE are
non-stationary with constant autocorrelation co#ht at all lags. Hence, they are considered
incapable, in their present state, to give anyabéti estimate.

The variance of the BLUE for the slope (b) basedien CBE-derived variables was shown to
depend on the sum of squares and cross-producjsoStae Weights(ai) of the derived

variables. The values of S(a), in turn, dependchemumber of periods (m).

The variances of the estimates of the slope (thedBland SAE) are constant multiples of the

2 2
20 jThe multipliers are[ 1 j for SAE and S(a) for the BLUE. At

s? m-1

variance of b, (

1

m=3, S(a) =( j so that variances of the estimates of the slopeha same for BLUE and

SAE. For m>3, the variances appear to decay expialigras m increased.

The estimate of the slope based on simple avesagely a particular case of the BLUE in which
2

: 1 20
all the weights are equél & a = mj The multipliers of 3

for SAE than BLUE. This ensures that the BLUE hasimmum variance. As a consequence, the
variances of the estimates of the intercept (a)f@arevery m>3, smaller for the BLUE than for
the SAE. These are clearly supported by the resfliltise empirical examples shown in Table 4.
Another important result is that (i) for m>3, theoe variance is smaller for the BLUE than for

are, for every m >3, greater
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the SAE and LSE and (ii) for most m the estimatethe slope (b) and intercept (a) from BLUE
are closer to the actual values used in the simul#éhan those from SAE and LSE.

Therefore, when using Buys-Ballot procedure foretiseries decomposition, it is recommended
that when trend-cycle component is linear, the BLIdEthe slope computed from the CBE-
derived variable be used. This leads to more prexstimates of time series components.
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Effects of Global Climate Change on

) Nigerian Agriculture: An Empirical Analysis
Apata, T.G

This paper presents an empirical analysis of ttiecés of global warming on Nigerian agriculturecan
estimation of the determinants of adaptation tonelie change. Data used for this study are from both
secondary and primary sources. The set of secorstauyces of data helped to examine the coverage of
the three scenarios (1971-1980; 1981-1990 and 18WI0). The primary data set consists of 900
respondents’ but only 850 cases were useful. Tldysanalyzed determinants of farm-level climate
adaptation measures using a Multinomial choice atachastic-simulation model to investigate the
effects of rapid climatic change on grain produntiand the human population in Nigeria. The model
calculates the production, consumption and storafgrains under different climate scenarios over a
10-year scenery. In most scenarios, either an agticbaseline annual increase of agricultural outp

of 1.85% or a more pessimistic appraisal of 0.75%s wsed. The rate of natural increase of the human
population exclusive of excess hunger-related deaths set at 1.65% per year. Results indicated that
hunger-related deaths could increase if grain prcithns do not keep pace with population growthnn a
unfavourable climatic environment. However, Climateange adaptations have significant impact on
farm productivity.

Key words: Climate change - Adaptation - Economic conse@sn€&arm level productivity,
Average Rainfall, Nigeria

INTRODUCTION

There is a growing consensus in the scientificditére that in the coming decades the world will
witness higher temperatures and changing preaiqmtdéevels. The effects of this will lead to
low/poor agricultural products. Evidence has shdhat climate change has already affecting
crop yields in many countries (IPCC, 2007; Deressaal, 2008; BNRCC, 2008). This is
particularly true in low-income countries, wherein@dte is the primary determinant of
agricultural productivity and adaptive capacities gow (SPORE, 2008; Apatat d, 2009).
Many African countries, which have their economiesgely based on weather-sensitive
agricultural productions systems like Nigeria, garticularly vulnerable to climate change
(Dinar et al, 2006). This vulnerability has been demonstratethke devastating effects of recent
flooding in the Niger Delta region of the countrgdathe various prolonged droughts that are
currently witnessed in some parts of Northern negichus, for many poor countries like Nigeria
that are highly vulnerable to effects of climateacpe, understanding farmers’ responses to
climatic variation is crucial, as this will help d@esigning appropriate coping strategies.

! Department of Agricultural Economics and Extension; JoseghBgbalola University (JABU), Ikeji-Arakeji, Nigeria
dayoapata@yahoo.com
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Evidence from literature and past studies has tedethat the recent global warming has
influenced agricultural productivity leading to damng food production (Kurukulasuriya &
Mendelsohn, 2006; 1ISD, 2007; Lobealt al 2008). In order to meet the increasing food and
non-food needs due to population increase, manv rapidly depleting fertile soils, fossil
groundwater, biodiversity, and numerous other remmewable resources to meet his needs
(Abrahamson, 1989; Ehrlich & Ehrlich, 1990). Th&source depletion was linked with other
human pressures on the environment. Possibly tist seoious of human impacts is the injection
of greenhouse gases into the atmosphere. Theyredlithe impact of climate change on
agricultural development has started showing sigkdamset al, 1988; Fischeret al, 2002;
Spore, 2008). A substantial body of research hasmented these wide-ranging effects on many
facets of human societies (Wokeal, 2005; ODI, 2007; Apatat al, 2009.).

Rough estimates suggest that over the next 50 ywas®, climate change may likely have a
serious threat to meeting global food needs thharatonstraints on agricultural systems (IPCC,
2007; BNRCC, 2008). Specifically, population, inagmand economic growth could all affect the
severity of climate change impacts in terms of feedurity, hunger, and nutritional adequacy. If
climate change adversely affects agriculture, ¢ffem human are likely to be more severe in a
poorer world. Wolfeet al (2005); Stige, (2006), and Orinet al (2006) worry that rising
demand for food over the next century, due to pafpuh and real income growth, will lead to
increasing global food scarcity, and a worsening hoinger and malnutrition problems
particularly in developing countries.

Recently, international tensions and concerns arghkening over what the impact of climate
will have on the environment and agricultural proel(NEST, 2004; BNRCC, 2008; Apatd,al
2009). Also, how agricultural and food-distributisgstems will be further stressed up by the
shifting of temperatures and precipitating belspezially if changes are rapid and not planned
for (NEST, 2004). The crucial issue in this stugyhether agricultural output supply can keep
pace with population increase under this climatgabdity. This will depend; both on the scope
for raising agricultural productivity (includingdeacing waste during distribution), availability of
inputs used in the agricultural sector (land, labooachinery, water resources, fertilizers, etc.)
and having sufficient information on climatic vdiras for possible effective adaptation and
mitigation strategies.

Consequently, attempt is being made in this stodypvestigate the effects of climate change on
food demand and production as well as populatianease in Nigeria. Past studies that have
examined the impact of climate change on food prbdn at the country, regional, or global
scale (such as: Peareeal 1996; McCarthyet al 2001; Parryet al 2004; Nkomoeet al, 2006;
Stern 2007; Deressat al 2008; BNRCC, 2008; Apatat al 2009), have failed to provide
critical insights in terms of effective and futladaptation strategies, although insights from these
studies created the background for the preseny stud
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Studies on the impact of climate change (partitplaasinfall and temperature) and climate-
related adaptation measures on crop yield are geanty. Studies by Liet al (2004)
Mendelsolnet al, (2004), De-witet al (2006), Kurukulasuriya & Mendelsohn, (2006), Deres
(2007), Yesutet al (2009) and Apatat al (2009) are some of the economic studies that attem
to measure the impact of climate change on farmymtivity. These studies imputed the cost of
climate change as a proxy for capitalized land eadund which are captured from farm net
revenue. However, while these studies were condugsing sub-regional agricultural data as
well as household-level it did not identify the el@hinants of effective adaptation methods to
predict efficient adaptive measures. Also, its ljkéuture effects on food production and
population growth were not assessed. . Consequehéyobjectives of this study are to examine
effects of key climatic variables on food produnti@and its likely effect on population increases
and to identify the determinants of effective adéiph methods to predict efficient adaptive
measures in a typical developing country, usingskbold-specific survey data from Nigeria.

Quantification of Major Indicators of Climate Change on agriculture

Past studies have used a variety of approacheaptoire climate change effects on agriculture
(Parryet al, 2009; Wanget al, 2009; Deressa and Hassan, 2010). These approasigss from
simply equating average future impacts to yieldséssobserved in historical droughts to more
guantitative crop simulation modelling, statistitehe series and cross-sectional analyses. To
date, simulation studies have been limited by & lat reliable data on soil properties and
management practices, and have provided only thesds' estimates with little to no information
on uncertainties that result from choices in mostlcture, parameter values and scaling
techniques (Frost and Thompson, 2000; Fisaktemal 2002). In addition past studies have
observed that statistical analyses have been tiniyethe poor quantity and quality of historical
agricultural data relative to other regions, rasgltin model estimates with wide confidence
intervals (Nayloret al, 2007; Wanget al, 2009). Besides, studies have shown that Statisiind
econometric techniques can be employed to establisbgical association between climate
variation and change (Tebaldi and Knutti, 2007;ddigand Mendelsohn, 2008).

A substantial amount of research has been condectéde potential impacts of climate change
on agricultural productivity (Parrgt al. 1999; Lobell and Burke, 2008 and Deressa and Hassa
2010). Attempts are made in these studies to Ik gtate-of-the-art models developed by
researchers in separate disciplines, includingatidogy, agronomy and economics, in order to
project future impact of climate change on agrim@tand implication for population growth.
Some of these studies include Kane et al. 1992efmgeig et al. 1993; Rosenzweig & Parry
1994; Reillyet al. 1996 and Ayindet al, 2010, that used climate induced changes in crdpgie
to estimate potential global economic impacts. eBthhave examined the indirect impact on
economic variables such as farm revenue and incergeMendelsohet al (1994) and Adams
et al (1998). The review of these studies helpetdawee an understanding of the physical and
economic responses, and adjustments on climateyetand agricultural production. However, in
line with adaptation scenario of how farmers argimg or surviving under this climate
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variability, these studies assumed that farmerddcadapt to climate change by changing crop
varieties and timing of planting and harvesting,ilevtn the without adaptation scenario it is
assumed that farmers do not make any adjustmeatgiowe.

The conversion of land to agricultural use and exglion of diverse other natural resources has
generally increased the capacity of Earth to suppeman beings. In recent decades, however,
the human enterprise has grown so large that seigusly altering the global environment (
Holdren & Ehrlich 1974; FAO, UNFPA and IIASA 198Rane et al, 1992; Fischer et al, 2002
and Wanget al, 2009). Humanity is now rapidly depleting fertiémils, fossil groundwater,
biodiversity, and numerous other non-renewable wess, to support its growing population
(Ehrlich & Ehrlich 1990; Adamst al. 1998). This resource depletion, coupled with othenan
pressures on the environment (e.g., productiomxt twastes, changing the composition of the
atmosphere) is undermining the capacity of the gilao support virtually all forms of life
(Ehrlich et al. 1989).

The magnitude and pace of change that climatokwdstieve probable are unprecedented in
human history (Abrahamson 1989; Cairns & ZweifeB3;9Lashof 1989; NAS 1987; Schneider
1989). Should such change occur, there will inéytde wide-ranging effects on many facets of
human societies. Current patterns and future péesergy use and industrialization will require
major revision (Rosenzweig, 1994, Reilly, 1996 avidndelsohnet al. 1994). International
tensions are likely to heighten over claims on Hrvester where scarce supplies are further
reduced (Fischer, et al, 2002; Lobell and Burked&@nd Ayindeet al, 2010), transnational
migration of environmental refugees (Jacobson 1988y ultimate responsibility for global
warming and its effects (Adanes al, 1998).

The global production and distribution of food madequate for a large fraction of the rapidly
expanding global population of 5.8 billion peoplader present and foreseeable economic
systems (WRI 1987; Brown 1988; Brown & Young 19%hrlich & Ehrlich 1990). The
agricultural and food-distribution systems may belhfer stressed by shifting of temperature and
precipitation belts, especially if changes aredagnd not planned for (see, for example, Adams
et al. (1990). In this paper investigation of the possipbsitive or negative effects of climate
change on Nigerian food security was carried outubing a computer model and Statistical
software packages of LIMDEP 6.0. Focus was on gbmoause it supplies over half of the
calories in the average diet (of developing coestilationals) and accounts for the vast majority
of the international trade in food (WRI, 1989). Thmdel adopted in the study is a simple,
aggregate representation of agricultural systendsharman populations that hatteenused by
Daily & Ehrlich 1990.
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METHODOLOGY
Area of Study

Nigeria has a population of about 140 million amdagea of 923.000 square kilometriisgeria
has a variety of ecosystems; from mangroves amforaists on the Atlantic coast in the south to
the savannah in the north. Whether dry or wet,ehssosystems are being battered by global
warming. While excessive flooding during the pastcatle has hurt farming in coastal
communities, desertification is ravaging the Safehditionally, desertification in the Sahel has
been blamed on overgrazing practices of the logpufation. But it has been discovered that the
real problem is climate change. Peoples' livelilmoade being harmed, and people who are
already poor are becoming even more impoverishicha refugees are being created.

Method of Data Collection

Both primary and secondary data were used fordfudy. Secondary data came from National
Core Welfare Indicator (NCWI)/National living Staard Survey (NLSS)/National Consumer
Survey/Demographic/Health Survey (DHS)/National @apon Commission (NPC), and
National Bureau of Statistics. These set of seagndaurces of data helped to examine the
coverage of the three climate scenarios (1971-1981/-1990/1991-2000) used for this study.
The primary data consists of 900 respondents’ (Espondents from each zone) but only 850
responses were useful. In addition weather alfatecast and measurements over these periods
were examined. This study analyzed determinanfarof-level climate adaptation measures in
Nigeria using a Multinomial choice model in all tls& zones in Nigeria. Also, a simple,
nationally aggregated, stochastic-simulation mad®$ constructed to investigate the effects of
rapid climatic change on agriculture (grain product and the human population in Nigeria.

The level of grain consumption in each year to gbenario is calculated as the product of the
current population size and the average consumpgoiperson per year. Our estimate of average
consumption, 0.35 T grain per person-year, is etu#he average global per-capita production
level over 1955-88 (FAO 1956, 89; PRB 1988; UN 19&rain lost to wastage estimated to be
40% between production and consumption; (ANAP, 2808 Akinyosoye, 2006), diverted to
livestock, and otherwise not consumed directly. §reen carry-over stock is set at the beginning
of each simulation. For most runs, the initial &ta@s set at 35,003T, an intermediate level equal
to 21 % of consumption for the initial year.

ANALYTICAL PROCEDURE
Model of Effect of Stochastic Perturbations in FoodProduction on Population Size

The model is used to simulate the effect of stawhgserturbations in food production on
population size. In yearly increments, the modédtudates human population size, number of
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hunger related deaths, and the production, consampind storage of grain under different
climatic scenarios. Parameters that may vary irheam of the model include the initial
population size, the initial level of grain prodiact and grain stores, and the rate of change in
population size. It is hypothesised that climateange will have unfavourable impact on
agricultural production. Therefore, there is thedeo capture the frequency and magnitude of
changes in the harvest. The climate scenarios eseribed in terms of two parameters: the
frequency and the magnitude of changes in grairdymiion caused by changing weather
patterns. All of the parameters in the model regmeaggregates for the whole.

The model is adapted from the study of Daily andié (1990) and was modified to capture
the scope of the study.

Ni+1 = (1+0.01xAN)x N, (1)

Where, N = Population size, and N is the annual percentage rate of increase of ptipal
size.

Gp+1 = (1+0.01XAG) xG 2)
an,t+1 = Gp,t+1 +0.01x v pr,t+1 (3)
Ga,t+1 :an,t+1"'o-0:|->< m ><an,t+1 (4)
Where;
G, = potential grain production amiG the annual percentage rate of increase of grain
production;

Gns = potential grain production modified by ‘normflatctuations’;

v = is a number selected randomly (and uniformly) friwn set (-4.0, -2.0, 0, 2.0, 4.0) to
produce an expected variance of 7.5%;

G, = actual production for the given year;

m = the amount by which grain production is enha@nmereduced in years where climatic
events affect agriculture (determined stochastigall

Grain consumption@) is calculated &3 = (0.33 T per capita) K.

Grain stock § has a lower bound of zero and is calculated kmwes:

T: S =8 +Gapu1- Gy

The number of hunger-related deatli®) (ccurring in a year is assumed in this study as a
function of grain stocks and distribution. In thase of a huge grain surplus, where stocks
constitute greater than 40% of consumption @&.&. 100C> 40), it is reported that about 25,
605 death occurs between 1991-2000 (DemographicHeadth Survey(DHS), 2003), 21, 819
deaths were reported during, 1981-1990 (DHS, 1%y 35,003 deaths from 1971-1980
(National Population Commission, 1983). It is estied that 82427 deaths were recorded during
the 3 scenarios covered. If there is a grain ssrfile.S > 0) but stocks constitute no more than
40% of consumption (i.65x 100C > 40), therD,; = 2 x 16 + d - (d/40) xx, whered = number



CBN Journal of Applied Statistiaol. 2 No.1 37

of deaths per year when stocks equal zero, anet iats35,003 herec=5 x 100C. If there is a
grain deficit, therD,, = 2 x 16+ d + 2x (deficit).

Based on monthly/annually meteorological weathdatee data collected from the Nigerian
Meteorological station/Unit and Central Bank of dlig. (CBN) annual reports, the modehs
used to calculate the production, consumption aodage of crops (grains) under different
climate scenarios over a 30-year period. In moshagos, either an optimistic baseline annual
increase of agricultural output of 1.85% or a mpessimistic appraisal of 0.75% was used. The
rate of natural increase of the human populatioriuskve of excess hunger-related deaths was
set at 1.65% per year.

The model has several important limitations. Firsaccounts for local heterogeneity only by
including deaths caused by mal-distribution. Tlsiicrude approximation because inequitable
distribution of food (and wealth in general) andreme heterogeneity in population density, in
agricultural productivity (over space and time), diimate regimes, and in the variability of
weather patterns are key factors in generatingonagifamine. Secondly, the model does not
include mechanisms whereby compensation for imntifeed shortages could be made.

Thirdly, the model implicitly assumes that the urygieg ' trend' (rate of change) in grain
production will remain constant even in the face tbe social and economic turmoil.
Furthermore, maintaining a growth rate in agriaatwutput of 1.7% per year embodies a series
of optimistic assumptions of success in the devalm and implementations of better
agricultural practices and technologies. In addititnve effects of climate change are assumed to
be constant. These assumptions would all have fiieeteof underestimating the number of
deaths that may result from the impacts of deletsriclimate change. Finally, a few comments
relative to our validation of the model must be mall is very difficult to quantify the actual
number of people that have starved to death overpést two decades. Aside from poor
censoring in famine-stricken areas, malnutritiormpoomises the immune system and the
immediate cause of death of severely malnouristemple is thus usually reported as disease.
The rough estimate of over 82 thousand deathsnsiderably lower. The numbers of deaths
produced by the distributional aspects of the madeltherefore probably conservative. Despite
these limitations, however, the model still captutiee scope of the study

Choice of the Multinomial Logit Model for Adaptation Scenery

The analyses presented in this study identify thportant determinants of adoption of various
adaptation measures for policy direction. The aredlapproaches that are commonly used in an
adoption decision study involving multiple choicase the Multinomial Logit (MNL) and
Multinomial Probit (MNP) models. Both the MNL andNW are important for analyzing farmer
adaptation decisions, and are also appropriate ef@luating alternative combinations of
adaptation strategies, including individual strégeg This study uses a MNL logit model to
analyze the determinants of farmers’ decisions leeat is widely used in adoption decision
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studies involving multiple choices and is easiercampute than its alternative, the MNP
(Hausman & Wise, 1978; Wu & Babcock, 1998). MNL hesmputational simplicity in
calculating the choice probabilities that are espitde in analytical form (Tse, 1987). The main
limitation of the model is the Independence oflavant Alternatives (I1A) property, which states
that the ratio of the probabilities of choosing @awyp alternatives is independent of the attributes
of any other alternative in the choice set (Haus&advWcFadden, 1984; Hassan & Nhemachena,
2008).

Model Specification

Let A, be a random variable representing the adaptatioasuane chosen by any farming
household. We assume that each farmer faces & si$ooete, mutually exclusive choices of
adaptation measures. These measures are assumepetod on a number of climate attributes,
socioeconomic characteristics and other factorsTKe MNL model for adaptation choice
specifies the following relationship between theljabilities of choosing optioA; and the set of
explanatory variables X as (Greene, 2003):

eﬁ} Xi
j ,3|'<Xi
Zk:oe

A ‘universal’ logit model avoids the IIA propertyhite maintaining the multinomial logit form
by making each ratio of probabilities a functiontbé attributes of all the alternatives. After
considering all the economic model and interpretatthe effects of explanatory variables on the
probabilities, marginal effects are usually deriaesd

ProA = j)= ; j=0,1..,3 (5)

5= _p X =p.(5; - )
I vaitel i kz_;)kﬁk_jﬁj'g (6)
The marginal effects measure the expected changeoimability of a particular choice being
made in respect to a unit change in an explanatarigble (Long, 1997; Greene, 2000). The
signs of the marginal effects and respective coefiis may be different, as the former depend
on the sign and magnitude of all other coefficients

The explanatory variables used in the Multinomidlogit Models and hypothesized as
determinants of respondents poor in the level afgg@ion and adaptation to climate change (that
is specialized in only (mono) croppinare:, 1 for mono and 0 otherwise. Increased tenera
(Xy), fall temperature (¥, altered climate range ¢X changed timing of rains ¢X frequency of
droughts (%), noticed climate change {X cereal/legume intercropping {X mulching (3%),
practiced zero tillage (g, making ridges across farms ;0X farm size (%), own heavy
machines (X,), household size (3§, farming experience (), education (Xs), age of farmers



CBN Journal of Applied Statistiaol. 2 No.1 39

(X16) access to extension facilities (ACEXT) ;X Dummy, if access 1, otherwise 0, access to
credit facilities (ACCRE) (Xg) and Sex (Xo).

RESULTS AND DISCUSSIONS (Econometrics Estimation)

The Simulations Run Model of the climate scenariofl971-2000)

T

0 generate the output presented here, the modeltarased three-times per simulation (i.e., 3
scenarios), a run is a set of simulations done wiidesame initial conditions. The annual rate of
natural increase of the population si2dN) is a constant percentage. For most runs, thalinit
population size and growth rate were set at 4550620d 1.7% per scenario, respectively.
Population size may be sharply reduced by grairtages (which might likely cause rapid
increases in deaths by starvation). These periddgopulation increase are assumed to be
instantaneous. Following such scenarios, the cohssiége of increase is applied to the new lower
population size.

For most scenarios, initial production was set3t42metric tons (T) grain. The underlying rate
of change in grain production (the ' trend ') alsmains constant. For reference, the average
value of the trend was 2.6 % per scenario from 1®81990, and 1.4% per year from 1991 to
2000 (ANAP, 2006). To simulate normal stochastuectiations in production, the amount
harvested in a given year is caused to deviate themtrend by one of five values (0.0, +2.0, -2.0,
+4.0, or -4.0%) selected at random each year. Thakees were selected to create a pattern
resembling a relatively favourable decade for loegriculture. The fluctuations in grain
production generated by the model (expected vagi@10%) are roughly comparable to those
that actually occurred over the decade 1971-80efwlesl variance 8.5%) a decade with little
variation in the upward production trend. By costrahe observed variances in grain production
in the preceding (1981-1990) and following (199D@0 decades were 51.0% and 20.4%,
respectively. Thus the choice of the magnitud@afrhal’ fluctuations was conservative

The model iterates a set of equations describirsgstystem for a projection time of ten years for
each scenario. We consider that period sufficielthg to reflect trends, but not so long that
agricultural and economic systems are likely tongea fundamentally. The mean and the
standard deviation of several statistics are resmbrdn the completion of each run: the total
number of deficits, the total number of deaths amaximum that occurred, and the final

population size were studied. To determine the bemof simulations required per run, we
produced multiple sets of runs consisting of 10@ d®00 simulations each using initial

conditions with high variance in output parameiguh E, table 1). The coefficient of variation

of the mean number of deaths was 2.4, 1.3 anded3ectively. We therefore considered 1000
simulations per run sufficient to produce reasopabhsistent results.

The output of the model under a variety of scenasidisplayed in Tables 1-3. In most cases we
contrast the output under different scenarios wéference to the average number of deaths
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produced in a run, a figure that reflects both fieguency and magnitude of changes in grain
stocks. Generally, in what follows 'deaths' hefferseto hunger-related deaths in excess of those
subsumed in the natural rate of increase. The mwdsl done in the absence of unfavourable
climatic events and under the assumption that dngweavth in grain productionAG) would
keep pace with that of the populatiakN), which was 1.7% in 1981-1990 scenariasl (s now
1.8% ). Over the 10-year projection time under #asnario (run A, Tablel), although there are
no grain deficits (0.08.0), 3144 thousand deaths occur because of mal-distribatidood. The
variance in the output statistics is quite highijracated by the occurrence of over 35 thousand
hunger related deaths in one of the 1000 simulatidrhus, there will be increase in the
population size at a constant growth rate of 1.%8h) no hunger-related reductions.

The model was run under several climatic scenaitls negative changes in harvest ranging
from 3 to 10% per event. These seem reasonablesabecause a reduction of about 5% (from
the 1971-80 trend of 2.1% growth per annum) caatbéuted to weather-caused harvest failure
during 1961-1970 scenarios. The first set of tHeWang runs assumes thailN = AG = 1.7%
and that the initial carry-over stocks totaled 83,0 (table 1). Under these growth rates, a 5%
reduction in harvest every five years (on averggepability of event, P= 20% causes 0.1
(A0.3). Current trends in agriculture suggest thatiasng grain production levels can increase
by 1.7% annually is very optimistic. Growth averdggist 1.4% annually from 1981-90.
Achieving either of these growth rates (1.7 or 0.@%uld well require substantial technological
innovation, and maintaining productivity in the ¢pnun will clearly require major changes in
farming practices.

Therefore, we repeated the set of runs presenttblia 1 under the assumption th& = 0.9 %
over the 10 year projection time. Table 2 displthyes output of these simulations. Even in the
absence of unfavourable climatic conditions (rutadle 2), the imbalance betweaN (1.7%)
and AG (0.9%) leads to a staggering 82, 427 thousanchdeater the 30-year projection time.
Under each scenario with climate-induced reduct{omss K-R), over 20 thousand people die on
average. However, imposing various deleteriousaticregimes (runs K-R) on grain production
does not increase the resulting average numbegaihd as much as wha equalsAN runs

Table 1 Each run represents 1,000 simulations of the sameittons: (1971-1980)

Run | Net | AN | Probab | Mag. of | Initial stock No. of Deficit | Number of deaths per
p/n | and | of event| change | (‘000 tonnes) | Per simulation| simulation (‘000 tonnes)

AG mean +s.d Mean +s.d. MAX

A N 1.7 0 0 35 0.06:0 31 +10 36

B N 1.7 10 5 35 0.10:3 33 +19 42

C N 1.7 10 10 35 0.60:8 41 +11 31

D N 1.7 20 5 35 0.20:9 42 +16 41

E N 1.7 20 10 35 1.2k1 71 H08 33

F N 1.7 30 5 35 0.10:0 46 +10 48

G N 1.7 30 10 35 0.8H0 38 +22 30

H N 1.7 5C 5 35 2.4+1.32 31+14 4

I N 1.7 50 10 35 3.3k1 43 +13 51

Source:Computer Output Results 2008
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To test the sensitivity of the model to differeates of increase in grain production relative to
those of population growth, we ran an identical dfetlimate scenarios on both the conditions
thatAN = 1.7% and\G = 1.3% (runs S-U, table 3), and thdll = 1.7% and\G = 2.4% (runs V-

X, table 3). The number of deaths that occur wi = 1.3 is appreciably less than under the
comparable scenarios wittG = 0.9 (runs K, M, and L, table 2). The number eéths that occur
whenAG = 2.4% (runs V-X, table 3) is roughly comparalddghat whereAN = AG = 1.7 and no
unfavourable weather patterns occur (run A, tabléhe number of deaths produced whiN =

AG =09 % is only slightly less (7%, on averagentbader the same climatic scenarios v
=AG =1.7% (runs B, D and C, Table 1).

Table 2Each run represents 1,000 simulations of the sameittons: (1981-1990)

J N 1.7 0.9 0 0 35 2.4119 43 +16 41
K N 1.7 0.9 10 5 35 4.1246 47 +21 35
L N 1.7 0.9 10 10 35 1.6148 51 +14 41
M N 1.7 0.9 20 5 35 3.2149 48 +10 38
N N 1.7 0.9 20 10 35 4.72+2 32 +12 51
O N 1.7 0.9 30 5 35 3.1048 31 +12 45
P N 1.7 0.9 30 10 35 2124 44 +31 32
Q N 1.7 0.9 50 5 35 3.41+3 45 +17 32
R N 1.7 0.9 50 10 35 2.611 51 +23 41

Source:Computer Output Results 2008

Table 3Each run represents 1,000 simulations of the samdiitons: (1991-2000)

Run | Net AN | AG | Probab| Mag. of| Initial No. of | Number of deaths
p/n of change | stock Deficit Per| per simulation (‘000
event ("000 simulation | tonnes)
tonnes) mean +s.d | Mean +s.d. MAX
S N 1.7 1.3 10 5 35 2114 31 +11 41
T N 1.7 1.3 10 5 35 3.1245 42 +10 33
U N 1.7 1.3 20 10 35 1.6 32 +14 37
V N 1.7 1.3 20 5 35 1.2140 46 +15 30
W N 1.7 1.3 30 5 35 1.214 41 +18 43
X N 1.7 1.3 30 10 35 2.3 20 +12 46
Source:Computer Output Results 2008

Climate Change measurement (average rainfall) popation growth and grain production

Tables 4 & 5 present the results of climate chafugg@tured by average rainfall), population
growth and food production (grain production). Ttémate change scenarios (1971-2000)
analysis revealed that population growth during e2™ scenarios (1971-1980 & 1981-1990)
increased by 58.04%, while food production durimg $ame period increased by 68.69% (Table
4). However, in the "8 scenario, analysis revealed a decline in food yerton by 76.92% as
population continues to grow. This portrays anralag situation that food production does not
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keep pace with population growth. Average rairdaltording to the study reflects a fairly steady
growth during these periods. This finding corroledawith other past studies that at this period,
1981-1990; poverty levels in the country recordezltiighest (CBN 2006).

Table 5 presented the disaggregation analysistsefsults show that all the zones in Nigeria
experienced about 23.04% population growth actoss8tscenarios. However, grains production
and rainfall have been declining. For instancetha Northern regions there is a decline in food
production to about 178.37% with high deficit reded in the North West zone of the country
(339%). The Southern part shows a decline of aBo%i, while the South-south recorded a high
decline (281%). The impact of climate change orbglowarming (as captured by average
rainfall) revealed that all the Northern regiongpeenced decline (11.03%) during period under
review (1971-2000), with North West region mosteafed (13.32%). The Southern region

however, climate change (as captured by averagéalidishow a beneficial response with the

exception of South east that recorded a declird®f8), while the South west show a high figure
of 20.58% and South-south of 2.45%. Findings ingidchat the agricultural impacts of climate

change in Nigeria need a holistic and quickly wéstions. The total average impact may be
positive or negative depending on the climate sees@nd zones. They are positive in the South
particularly in the Southwest in most scenarios,rfegative in the North in some scenarios

Table 4Frequency Distribution of Average Total Rainfall,
Population and Food Productiondibthe Scenarios considered.

Scenarios Average Total Population Food Production
Rainfall (mm) (Grain) (‘000 Tonnes)
1971-1980 1257.02 45576200 147.30
1981-1990 141588 78524000 214.60
1991-2000 1436.64 102081200 58.20

Farmer’s Actual Adaptation Measures and Practises

Table 6 presents farmersictual adaptation measures and practices actually follpwieds,
grouped into ten categories. These strategies, Venware mostly followed in combination with
other strategies. These are grouped into the faligwadaptation options: diversifying into
multiple and mixed crop-livestock systems, and sirtg from crops to livestock and from dry
land to irrigation, practicing zero tillage, makingdges across farms and cereal/legume
intercropping. Table 6 reveals that making ridge®ss farms is the dominant system (18.75%).
Multiple crops under dry land is the second moshimwn strategy ((18.46%), and Multiple
cropping mixed with livestock rearing under drydaconditions (15.41%) comes third. Change
use of chemicals, fertilizers and pesticides isnttost common adaptation practise (14.56%). The
implication is that when necessary inputs are abéel at the right time and are utilized, it tends
to improve productivity. The main adaptation stgidemeasures followed Food and Agriculture
Organization (FAO) classification (Dixon et al.,) and were used to classify the strategic
measures into thirteen.
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Table 5 Frequency Distribution of Average Total Rainf&bpulation and
Food Production (Grains) 1971-2000

Zone North North North South South South-South
Central (7) | West (7) | East(5) | West (6) | East (5) | (6) SS
NC NW NE
1971-1980
Average Total Rainfall (mm 1074.85 952.03 783.68 1696.41 - 3034.15
Population 7346380 11649891] 5427094 8978946 - 12175889
Food production (Grain) 23.74 37.65 17.54 29.02 - 37.34
(‘000 Tonnes)
1981-199(
Average Total Rainfall (mm 1173.43 762.50 762.52] 1226.20] 2194.50 2376.10
Population 1265720220071793] 9350432 15469976| 9188059 11786539
Food production (Grain) 34.59 54.85 25.55 42.28 25.11 32.21
(‘000 Tonnes)
1991-2000
Average Total Rainfall (mn 1087.4. 840.1¢ 701.0¢ | 1543.9(| 2011.7( 2435.5¢
Population 16454368 26093331 12155561 20110969 11944476 15322500
Food production (Grain) 11.56 12.48 11.16 11.91 11.13 11.46
("000 Tonnes

Source Central Bank of Nigeria Statistical Bulletin, Z08&nd National Bureau of Statistics, 2008

Table 7 presents the estimated marginal effectstdenkls from the MNL model. The results
show that most of the explanatory variables comstll@re statistically significant at 10%. This
study uses specialized (mono) cropping as the tasgory for no adaptation and evaluates the
other choices as alternatives to this option. Tasults show that altered climate change,
frequency of droughts, age and sex all had no fignice effect on adaptation. While the
increased temperature, intercropping of cerealffegumulching, zero tillage making ridges,
farm size, farming experience, educational stattcess to extension and credit facilities are
factors influencing adaptation positively (Table Blowever, fall in temperature, change timing
of rains, own heavy machines and household sizealw® significant factors that influence
adaptation negatively. This result suggests thatlahger the occurrence of these variables, the
poorer the adaptation.

Summary of the results revealed that fall in terapee influences the probability of switching
away from mono-cropping more than changes in irsg@atemperature. Similarly, the
magnitudes of the marginal coefficients suggest tba& outputs warming is a strong factor
influencing the probability of switching to otheystems that are better adapted to changes in
temperature. Better access to extension and csediices seems to have a strong positive
influence on adaptation. In addition, access teothrm assets such as heavy machinery is found
to promote the use of large —scale farming. Theselts suggest that capital, land and labour
serve as important factors for coping. The choicthe suitable adaptation measure depends on
factor endowments (i.e. family size, land area amgdital resources). The more experienced
farmers are, the more likely to adapt. Sex of @wenkr did not seem to be of significance in
influencing adaptation, as the marginal effect ioeiht was statistically insignificant and signs



44 Effects of Global Climate Change on Nigerian Agitigte: An Empirical Analysis T.G. Apata

do not suggest any particular pattern. These sesuigjgest that it is the experience rather than
sex that matters for adaptation.

Table 7: Marginal Effects of Explanatory Variables from Mottmial Logit Adaptation Model

Table 6: Actual adaptation measures used by farmers (N= 850)

Adaptation measures

Respondents (%)

Specialized crop under dry land 121 (8.97)
Specialized crop under irrigation 15 (1.11)
Specialized livestock under dryland 13 (0.96)
Specialized livestock under irrigation 5 (0.37)
Multiple crops under dryland 249 (18.46)
Multiple crops under irrigation 14 (1.04)
Mixed mono-crop/livestock under dryland 144 (10.67)
Mixed mono-crop/livestock under irrigation 25 (1.35)
Mixed multiple crops/livestock under dryland 208 (15.41)
Mixed multiple crops/livestock under irrigation 31 (2.30)
Practiced zero Tillage 47  (3.48)
Making ridges across farms 253 (18.75)
Cereal/legume intercropping 182 (13.49)
Number of observations 1349*

* Multiple Responses indicated

Variable Estimate t-value
Increased Temperature (X 0.090E-02 5.107***
Fall in Temperature (X -0.308E-01 -2.917*
Altered Climate Range GX 0.4211 0.128
Changed timing of rains (X -0.161E-01 -3.427%*
Frequency of Droughts gX -0.8851 -0.315
Noticed Climate Change ¢X 0.6272 1.7061
Cereal/legume Intercropping £X 0.5783 2.408
Mulching (Xe) 0.22E-05 2.1371*
Zero Tillage (%) 933E-06 3.412%*
Making Ridges across Farmsi(X 0.717 2.762*
Farm size (X, 0.827E-07 2.1262*
Owned heavy machines {X -0.923E-01 - 4.4262%*
Household size () -0.135E+11 -4.4262%**
Farming experience (%) 0.5196E-04 2.5931*
Educational status (%) 0.1162 5.011%*
Age (Xa) 0.2364 0.3472
Access to extension facilities {X 0.3681 2.5272**
Access to credit facilities (ACCRE) (. 0.2606 1.9621*
Sex (Xo) -0.5190 -0.9428

Source Computer Printout of Logit Regression Analysis

*** = Significant at p<0.01, ** = Significant at px005, * Significant at p<0.001
Log-likelihood function: -201.44, Significance ldve(P<00001) Constant = 0.71
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Conclusion

Findings from this study indicated that agriculturapacts of climate change in Nigeria are
uncertain. The total average impact may be positiwvenegative depending on the climate
scenario. But in most scenarios it was shown thatate change will have an overall positive
impact on Nigeria’s agriculture. Impacts also vaoth quantitatively and qualitatively by zone
and season. They are positive in the SouthernmegfitNigeria in most scenarios, but negative in
some Northern part of the country in some scen&avmers appear to be abandoning mono-
cropping for mixed and mixed crop-livestock systeneensidering risky, mono-cropping
practicing under dry land. Farming experience aockess to education were found to promote
adaptation. This implies that education to imprawareness of potential benefits of adaptation is
an important policy measure for future adaptatiod mitigation strategies.

Moreover, the study found out that lack of effeeti@ccess to information on climate change.
Thus, there is need for effective and reliable ssc® information on changing climate. In

addition, empowerment (credit or grant facilities)crucial in enhancing farmers’ awareness.
This is vital for adaptation decision making andrpling. Combining access to extension and
credit ensures that farmers have the informationdéxrision making and the means to take up
relevant adaptation measures.

It is evidenced from this study that grain cropnfars are experiencing change in climate and
they have already devised a means to survive. fitors this point that policy of reliable and
effective measures of adaptation need to be implédeand must be accessible to the end users.
People responses to the issue of climate changatdoev pace. Thus, there is a need to design
strategies that could help the farmers/rural conitiash responses effectively to global warming
through early warming alerts and interpretations thre language useful to farmers/rural
communities.
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Robust Linear Classifier for Unequal
Cost Ratios of Misclassification

Oludare S, Ariyo' and A.O. Adebanjf

This paper focuses on the robust classificationcpdures when the assumption of equal cost of
misclassification is violated. A normal distributibased data set is generated using the Statisfinalysis
System (SAS) version 9.1. Using Barlett's approttonato chi-square, the data set was found to be
homogenous and was subjected to three linear ¢iassinamely: Maximum Likelihood Discriminant
Function (MLDF), Fisher’s linear Discriminant Furioh and Distance Based Discriminant Function. To
Judge the performances of these procedures, tharAppError Rates for each procedure is obtained fo
different cost ratios 1:1, 1:2, 1:3, 1:4 and 1:5casample sizes 5:5, 10:10, 20:20, 30:30, and 50W5&
results shows that the three procedures are infeadio cost ratio exceeding ratio 1:2 and that MELWas
observed as robust discriminant function amongsifacstion functions considered.

Key Words: Apparent Error Rates, Maximum Likelihood Discmant Function, Distance Based
Discriminant Function, Fisher’s linear

1.0 Introduction

Fisher (1936) was the first to suggest a lineaction of variables representing different charagter
hereafter called the linear discriminant functidis¢riminator) for classifying an individual intme

of two populations. Fisher’s linear discriminanhétion (LDF) method is well established for equal
covariance multivariate normal predictors (Adersb®68).1t optimally deteriorates, however, as the
assumption of normality gets unrealistic (Krzanow4®88). Qian Du and Chein-I Chang (2001)
used distance-based discriminant function (DBDI} tises a criterion for optimality derived from
Fisher's ratio criterion. It not only maximizes tregio of inter-distance between classes to intra-
distance within classes but also imposes a constiiaat all class centers must be aligned along
predetermined directions. A method of discriminatibased on maximum likelihood estimation, is
described. On a variety of mathematical modelsjuding and extending the models most
commonly assumed in discriminant theory, the distrant reduces to multivariate logistic
analysis. Even when no simple model can be assuatleel; considerations show that this method
should work well in practice, and should be verpust with respect to departures from the
theoretical assumptions. The method is compared wtihers in its application to a diagnostic
problem. The consideration of Cost-sensitive Swudmelinear discriminant function has received
growing attention in the past years. (Elkan, 20@&argineantu and Dietterich, 2000). One way to
incorporate such costs is the use of a cost mattiich specifies the misclassification costs in the

! National Horticultural Research Institute, P.M.B 5432cher Research Area, Ibadan, Nigeria. (ariyodare @gmail.com,
+234-08035206932)

2 Deparment of Mathematics, Kwame Nkruma University aéSoe and Technology, Kumasi , PMB KNUST, Ghana.
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class dependent manner. (Elkan, 2001). Bredehl, (2003) discuses the ideal to let the cost depend
on the single example and not only on the clasth@fexample. Authors also presented a natural
cost-sensitivities extension of the Support Vestachine (SVM) and discused its relation to Bayes
rule. Ariyo and Adebanji (2010) compared the perfance of both Linear and Quadratic classifier
under unequal cost of misclassification and coraduthat both classifiers are insensitive to the cos
ratio exceeding ratio 1:2. Adebaniji et al (2008)eistigated the performance of the homoscedastic
discriminant function (HDF) under the non-optior@ndition of unequal group representation
(prior probabilities) in the population and the mpgotic performance of the classification function
under this condition. The results obtained shoviradl the misclassification of observation from the
smallest group escalate when the sample size I&tis exceeded and this increases in error rate is
not corrected by increasing the sample size. Thsgrwed that the performance of the function is
more susceptible to higher variability in the répdrerror rates. Several Authors had looked into
issue of cost-sensitivity when costs and prior plolities are both unknown (Zandrozny and Elkan,
2001) and its application in different areas esgdcin neural Network (Berardi and Zhang., 1999;
Xingye, and Yufeng, 2008 and Zhergj,al, 2007). The issue of different misclassificatiasts for
balanced data has not been given much attentioncéjléhe study is motivated to evaluate the
performance and robustness of selected lineariftdmsswhen the assumption of equal cost of
Misclassification is violated.

2.0 Methodology

A Simulated data from SAS 9.1 was used for thisl\std'he data consists of two groups with four
variables £; , x,, x3,x,). The Simulation process creates a data set bylaied random variables
from two normal populations

The above procedure was repeated for n = 5, 103@050. For each value of n the, procedure
returned 10, 20, 40, 60 and 100 sample sizes. stdhe equality of mean by multivariate methods,
Hotelling T and Wilks’s lambda was used. The Barlett’s Liketiiratio test was also used to test
the homogeneity or other wise of the data setsthedlata set was found to be homogenous and
was subjected to three (3) selected linear classifnamely: Maximum Likelihood Discriminant
Function(MLDF), Fisher’s linear Discriminant Furani (FLDF) and Distance Based Discriminant
Function (DBDF). To Judge the performances of thpsecedures, the Apparent Error Rates
(APER) for MLDF, FLDF and DBDF under different costtio 1:1, 1:2, 1:3, 1:4 and 1:5 were
obtained.

2.1 Discriminant rules
A discriminant ruled corresponds to a division &F into disjoint regiorRy, ..., R,

(UR=R")
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The ruled defined by allocatetor; if xeR; for j=1,...,n. Discriminant will be more accurate i
m; has most of its probability concentrated in Rdach j.

2.2 Maximum Likelihood rule (ML rule)

The maximum likelihood discriminant rule for allditey an observatiow to one of the population
..., T, IS t0 allocatex to the population which gives the largest likebdoto x. That is the
maximum likelihood rule says one should allocate r; when

L; = maxL;(x) . (Anderson, 1984) (1)

Theorem 11f m; is the N, (u,, %) population, i =1,..., g anf’ >0, then the maximum likelihood

discriminant rule allocatex to m; where je{1,...,n) is that value ofi which minimized the

mahalanobis distancéx — u) 'Y~ (x — u,) where g=2 the rule allocateto ;. If a '(x — u) > 0
anda ' {x —%(fl + 9?2)} >0, wherea=Y."*(u, — u,) andu = (4, + 1) and torr, otherwise.

2.3  Fisher’s Linear Discriminant rule (FDL rule)

Once the linear discriminant function has beenutated, an observatiancan be allocated to one
of the n population on the basis of its “discrinmhacorestt 'x. The samplest; have scores
a'x;=y; . The x is allocated to that population where mseores is closest t'x that is allocate
tor; if la'x-a'kX; 1< 1a'x-a'k; | fori# j (Giri,2004)

Fisher’s discriminant function is most importanttie special case of g=2 groups. Then B has rank

niny

one and can be written aB = (T) dd ' whered = X, — X,. ThusW~1B has only one zero
eigenvalue. This eigenvalue equalgitdV ~'B :(%) d' W~ld. The corresponding eigenvalue is

a = W~1d.Then the discriminant rule becomes; allocate 7z, if d'W™1! {x —%(21 + 3?2)} >0

and to r, otherwise.

2.4 Distance —based discriminant Function

This approach requires a definition of distanceveen the single observation x and each training
sample. One possibility is to define a squaredadist by the Mahalanobis qualities:

D} = (x—u,) lS_l(x = Hy)- (2)
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Wherey; is the mean of ith training set (i=1,2),and Shie tovariance matrix pooled within the
training set.

2.5 Testing Adequacy of discriminant coefficient

Consider the discriminant problems between two imaitmal populations with meapn,, «, and
common matrixy. The coefficient of the MLD discriminat functiom'x are given bya=Y"16

where & =pu, —pu,. In practice of course the parameters are estindlg X;,x, and
S=m((n -1)S, +(n-1)S,), wherem =n, +n; — 2. Letting d = %, — X,,the coefficients of
the sample MLDF given by = m W~1d.

A test of hypothesidiy; @; = 0 using the sample Mahalanobis distanbgs=md' W~'d and
D? = md,W;;'d, has been proposed by Rao (1965) this test statistes the statistic:

(=222 (02 - D) /(m + ¢2D2)) 3)

Where ¢? = % Under the null hypothesis (3) hBs x4+ distribution and we rejedi, for
large value of this statistics.

2.6  Evaluating of Classification Function

One important way of judging the performance of alassificationprocedure is to calculate the
“error rates” or misclassification probabilitiesi¢Rard and Dean, 1988). When the forms of parent
populations are known completely, misclassificatppobabilities can be calculated with relative
ease. Because parent populations are rarely knewenshall concentrate on the error rates
associated with the sample classification functio@sce this classification function is constructed
a measure of its performance in future sample isirgérest. The total probability of
misclassification (TPM) is given as:

TPM = P, le fi dx + P, fRz fo dx 4)

The smallest value of this quantity obtained byudigious choice ofR; and®?, is called the
optimum error rate (OER).
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OER = Minimum TPM .
Probability of Misclassification

The probability of allocating an individual to pdation =; , when in fact he comes from is given
by:
P;j = [ ¢;(x)L;j(x)dx (5)

If the parameters of the underlying distributioe astimated from the data, then we get estimated
probability P;; . Consider the case of two normal populatytu, ,>’) andN, (u,,>). If

U= %(,ul +u,), then whenx comes frommy, a'(x — u)~ N,[,(ga(y1 — u,),a'Ya).Since the
disccriminant function is given by, (x) = a'(x —x) with a = 7" (u, — u,),we see that if x
comes fromr,, h,(x)~N (%AZ,AZ),Where:

A% = (uy = u,) "By — 1y) (6)

Equation (6) is the square Mahalanobis distancevdest the positions, similarly, if x comes
from m;, hy(x)~N GAZ,AZ).Thus, the misclassification probabilities are givy:

Py, = p(h(x) > 0/m,
=p(—E(h)/m;)
:qb(_?lA) (Giri,2004) 7)

whereg is the standard normal distribution function.

2.7 Error Rates

Optimal error rates (OER) are error rate associafti#iul the best possible allocation rule that could
be used, if all assumption made are appropriates €lror rate can be calculated when the
population density functions are known it given by:

OER = minimum TPM = 2¢(>4) +2¢ (4) = ¢ (Z4) (8)
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The performance of sample classification functian be evaluated by calculating the actual error
rate (AER).

AER =Py [ fi(x) dx + f, fi(x)dx (©)
WhereR, andR, represent the classification regions determineddwgple size,, n, respectively.

The AER indicates how the sample classificatiorctiom will perform in future samples. Like the
OER, it cannot, in general, be calculated becausepends on the unknown density functigy()
and f,(x).There is a measure of performance that does nmuendis on the form of the parent
populations and that can be calculated for anysiflaation function procedure. This measure is
called the apparent error rate (APER) is definethadraction of observation in the training sample
that are misclassified by the sample classificafiamction. It can be easily calculated from the
confusion matrix which shows actual versus predigup membership. Fat; observation from
m, andn, observationsrbm r,, the confusion matrix has the form.

Actual Predicted Membership
Membershi
Nyc Ny
Nye Nom

Where
n,.= Number of r; items correctly ag, items.
n,.= Number of r, items correctly as, items.
n.y = Number of r; items misclassified as, items.

n,, = Number of r, items misclassified as, items.

This is called the Apparent Error Rate (APER) adefined as:

APER= MM™2M (Richard and Dean, 1998) (10)

NictNac
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3.0 Results

Tablel shows that Likelihood test ( Barlett's apg@mmation to Chi-square) statistics is not
signification at 5% level of significant, we accepe null hypothesis that the simulatddta has
equal variance covariance matrix.

Table 1 The Test results for testing Equality of Vadan
Data Chi — square Df Ruea(5%) Null Hypothesis
A 6.411 10 0.7796 Equal Vada

Table 2 shows the error for the three classifiecapoocedures under different cost ratio, the APER
for the three discriminant rules becomes unchargethe cost assigh,, is tripled. For cost ratio
1:1 and 1:2 MLDF rule gave the least “error rateinpared to the classification rules considered.

Table 2: Apparent Error rate for the classification rulesler different cost ratio.

Cost ratio ML rule FL rule DB rule
1:1 47.83 48.00 49.67
1:2 50.17 51.67 50.00
1:3 50.00 50.33 50.00
1:4 50.00 50.00 50.00
1.5 50.00 50.00 80.0

In Table 3, the value of Apparent Error rate (APE®)diffract Sample size under different cost
ratios was presented. The result shows that on thdyDistance based Discriminnat Function
(DBDF) is sensitive to Small Sample sizes. At Saargite 5:5, DBDF had that least APER but this
value increases as the sample size increases.dtso clear that sample sizes considered haes littl
effect on the performance of classification funeti@onsidered under different cost ratio.

Table 3 The Apparent Error rate for the Classificatiotesufor different Sample sizes and cost Ratio
Sample ratio

n; 5:5 n; 10:10 n; 20:20 n; 30:30 n; 50:50
ML FL DB | ML FL DB | ML FL DB ML FL DB ML FL DB
Cost ratio
1:1 394 49.0 30.3 419 480 30 38.0 501 30.2 39.0 50.0 [39.8 444B8.0 49.7

3
1:2 40.1 49.0 48.0 43.0 470 49.0 51.80.2 49.1| 499 510 50.0 50.2 517 50.p
1:3 49.7 50.0 503 51.0 53.0 50/0 501 50.0 49.0 50.0 50.0 |5800 50.3 50.0
1:4 50.0 50.0 50. 50.0 500 500 500 50.0 5p.0 500 500 |[58000 500 50.0
15 50.0 50.0 50 50.0 50.0 500 500 50.0 5p.0 500 50.0 |50.@® &S0 50.0
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4.0 Conclusion/Recommendation

Three Linear dicsriminant rules: MLDF, FLDF, and DB were studies when classical cost
assumption is violated. In each allocation ruletroduction of different cost ratios causes
imbalances in the proportion of misclassificatideoathe error rates. At cost ratio 1:1, 1:2 all
classification rules except MLDF gave equal missifsation proportion. The APER for the three
classification rules under different cost ratio &atso examined in this study, for cost ratio Indl a
1:2 MLDF gave the least error rate. At cost raticezding ratio 1:3, the APER remain unchanged
for all classification rules. We conclude that APfIRall classifications considered is insensitive
cost ratio exceeding ratio 1:3.
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Stock Mar ket Reaction to Selected
Macroeconomic Variablesin the Nigerian Economy

Terfa Williams Abraham?

This study examines the relationship between the stock market and selected macroeconomic variables in
Nigeria. The all share index was used as a proxy for the stock market while inflation, interest and
exchange rates were the macroeconomic variables selected. Employing error correction model, it was
found that a significant negative short run relationship exists between the stock market and the minimum
rediscounting rate (MRR) implying that, a decrease in the MRR, would improve the performance of the
Nigerian stock market. It was also found that exchange rate stability in the long run, improves the
performance of the stock market. Though the results for Treasury bill and inflation rates were not
significant, the results suggests that they were negatively related to the stock market in the short run thus,
achieving low inflation rate and keeping the TBR low could improve the performance of the Nigerian stock
market. Specifically, the study concludes that, by achieving stable exchange rates and altering the MRR,
monetary policy would be effective in improving the performance of the Nigerian stock market.

Key Words: Stock Market, Macroeconomic variables, Error €otion Model

JEL Classification: G10; E44; C22;

1. INTRODUCTION

The stock market houses a large chunk of the riatwealth and has continued to be the major
discuss of various studies since the advent ofgtbkal financial crisis. With the recent decline
observed in the Nigerian stock market, various istichave examined the effectiveness of
monetary policy on improving the performance of thigerian stock exchange. While
maintaining financial system stability remains @&ecobjective of the Central Bank of Nigeria, the
evidence concerning the relationship between tbekstarket and monetary policy variables in
Nigeria still offers some methodological gaps. Tsisdy aims at providing empirical evidence
concerning the relationship between the stock maake selected macroeconomic variables in
Nigeria. The study builds on the works of Islam @2 Maysamiet al (2004); and Osuagwu
(2009).
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The rest of the paper is organized as follows:isedwo reviews relevant literature for the study,
while the research methodology is presented in@edthree. In section four, the results obtained
from the analysis are discussed and finally, sediie presents the summary and conclusion.

2 THEORETICAL AND EMPIRICAL LITERATURE

There are several schools of thought that offeoréttecal explanations for the behaviour of stock
prices. Some of them include: the fundamentalibbst; the technical school, the random walk
hypothesis school and the macro-economic hypotrs&si®ol. Detailed explanations of these
theories are presented in Maku and Atanda (2009).

According to the fundamentalist, the value of gpooation’s stock is determined by expectations
regarding future earnings and by the rate at wkhdse earnings are discounted. The technical
school on the other hand, oppose the fundamemtadsid argue stock prices tend to follow
definite pattern and each price is influenced Bcpding prices, and that successive prices depend
on each other.

The random-walk hypothesis is based on efficientketaassumption that investors adjust security
rapidly to reflect the effect of new informationhd& theory postulates that stock prices are
essentially random and therefore, there is no ahéorcprofitable speculation in the stock market.
The macroeconomic approach argues that stock paiegesensitive to changes in macroeconomic
variables.

Other author’s, have proposed more formal thedhasexplain the behaviour of asset prices. One
of such theories is the capital asset pricing mg@&lPM). This theory relates the expected price
of an asset to its riskiness measured by the vagiahthe asset’s historical rate of return reativ
to its asset class (Sharpe 1964; Lintner 1965).ABM takes the following linear form:

Ri =a+BX; +&; (2.1)

where R represents the return to an assetrepresents the return of an underlying portfolio o
assets (often measured as a domestic market inalecy, represents the asset-specific return, all
at time t. The key term in the modelfis(i.e. beta), which indicates the statistical relaghip
between the asset’s return and the return on thégortfolio of assets.

An alternative framework to the CAPM is the arlggpricing model (APM), in which the return
on an asset is specified as a function of a nurabesk factors common to that asset class. The
model assumes that investors take advantage afagbiopportunities in the broader market; thus,
an asset’s rate of return is a function of therretin alternative investments and other risk factor
A standard arbitrage model takes the following form
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Rt =a+B1Xqp +BoXop +.o+ By Xt +8¢ (2.2)

The model is similar in form to equation 2.1, eXctpat the X's represent a set of risk factors
common to a class of assets, and the betas repthgesensitivity of the asset’s return to each
factor. As argued by Ferson and Harvey (1998) tid’i@ and APM have advantages and
disadvantages as models of asset returns. The CiPdéden as parsimonious and commonly
employed by equity analysts, but it requires aigee@entification of the portfolio against which

the asset is compared.

The APM, on the other hand, accommodates multipleces of risk and alternative investments,
suffers from a similar challenge of identificati@nce many factors, both international and
domestic, that could influence an asset’s perfocagdMosley and Singer, 2007). Thus this study
will employ the asset pricing model as its theaadtframework where the all share index of the
Nigerian stock exchange would be used to reprabenasset price and exchange rates, inflation
rates and interest rates will be viewed as thaio@ated risk factors.

Islam (2003) examined the short-run dynamic adjestmand the long-run equilibrium
relationships between four macroeconomic variafleerest rate, inflation rate, exchange rate,
and the industrial productivity) and the Kuala Lumstock Exchange (KLSE) Composite Index.
The study found that there was significant short-(adynamic) and long-run (equilibrium)
relationships among the macroeconomic variablesta&LSE stock returns.

Maysami et al (2004) examined the long-term equilibrium relasbips between selected
macroeconomic variables and the Singapore stockenamdex (STI), as well as with various
Singapore Exchange Sector indices. The study cdedldhat the Singapore’s stock market and
the property index form cointegrating relationshiph changes in the short and long-term interest
rates, industrial production, price levels, exclearae and money supply.

Kandir (2008) investigated the role of macroecorwfactors in explaining Turkish stock returns
from July 1997 to June 2005. Macroeconomic varmhleed were growth rate of industrial
production index, change in consumer price indeawth rate of narrowly defined money supply,
change in exchange rate, interest rate, growthafatgernational crude oil price and return on the
MSCI World Equity Index. The analysis was basedtmtk portfolios rather than single stocks. It
was found that exchange rate, interest rate anddwuoarket return seem to affect all of the
portfolio returns, while inflation rate was sig#int for only three of the twelve portfolios. Oreth
other hand, industrial production, money supply aigrices had no significant effect on stock
returns.

Osuagwu (2009) investigated the impact of moneparicy variables on the performance of the
stock market in Nigeria using quarterly data fro884 to 2007. In his methodology, a linear
combination of stock market index and monetaryqyoliariables were estimated using ordinary
least squares; co-integration and error-correcgipecification. It was found that stock market
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performance was strongly determined by broad meuoeyply, exchange rates and consumer price
index in the short and long-run. On the other hanohimum rediscount rate and Treasury bill
rates showed mixed results and their relationshighanges in stock market index was not
significant. The present study differs from Osuag®009) in three ways: (1) it has an extended
data set reaching 2008, (2) it makes use of andat rather than quarterly data to see if
consistent results will be yielded, and (3) it eoysl the engle-granger two step error correction
model that rests on granger representation thetvearrive at case specific results rather than the
parsimonious error correction model employed in&gsw (2009).

Cointegration and Error Correction M odels

The concept of cointegration and error correctiardet is extensively discussed in Rao (2005:9-
25). The link between cointegration and error adiom model stems from the Granger
representation theorem (Engle and Granger, 1988 .tAeorem states that two or more integrated
time series that are cointegrated have an erraecton representation, and two or more time
series that are error correcting are cointegrated.

There are three important points in this definitidfirst, cointegration refers to a linear
combination of nonstationary variables. Secondlyvatiables must be integrated of the same
order. However, this is only true for a two-varmluase, if these two variables are integrated at
different orders of integration, then these twaesecannot possibly be cointegrated. However it is
possible to have a mixture of different order senenen there are three or more series under
construction in which various subsets may be cgnatied. Thirdly, if Xt has n components, there
may be as many as-1 linearly independent cointegrating vectors. If ¢bntains only two
variables, there can be at most only one indepérab@ntegrating vector.

Engle and Granger (1987), proposed a two step puveeto test for cointegration. Prior to
estimation, the variables are pre-tested for theder of integration. Based on the definition given
by Engle and Granger (1987), cointegration necassitthat the variables be integrated of the
same order. Therefore, each variable has to beaegted by using the augmented dickey fuller
(ADF) and Phillip Perron (PP) test to determine atsler of integration. If the variables are
integrated of different orders, possibly thesealalas are not integrated.

If the variables are cointegrated, the second atéipe EG procedure involves specifying an error-
correction model (ECM) for each equation in thetesys The multivariate EG two-step procedure
for estimating ECM however, requires that thereaaiy two variables in the system.

The multivariate maximum likelihood cointegratia@sting procedure was developed by Johansen
(1988) and Stock and Watson (1988) and Johansedusdlius (1990). There are two basic test
statistics involved in Johansen and Juselius’s mam likelihood test. The first test statistic ig th
trace test while the second is the maximagenvalue test. The Johansen’s multivariate maximum-
likelihood procedure though more robust in modelolving more than two variables, is not
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applied in two variable cases. In such cases, tigleEGranger two step ECM procedures are
preferred (Rao, 2005). In this study, the EG twaiep procedure is followed.

3. RESEARCH METHODOLOGY

Time series data were collected for the all shadex of the Nigerian stock exchange and selected
macroeconomic variables in Nigeria from 1985 to 00he data were collected from the 2008
50" anniversary version of the Central Bank of Nigestatistical bulletin downloadable from
www.cenbank.org

For the Nigerian stock exchange, the all sharexingdas used as proxy while interest rates
(minimum rediscounting and Treasury bill ratesflaition and exchange rates were the selected
macroeconomic variables. The choice of the macm@oic variables selected is to capture
monetary policy variables of the Central Bank ofjé¥ia.

The all share index (ASI) was specified as the ddpet variable while exchange rate (ER),
minimum rediscounting rate (MRR) — sometimes ref@éro as the monetary policy rate, treasury
bill rate (TBR) and the 12month moving averageatidin rate (INF) were specified as the
independent variables.

Though the study adopts the Ferson and Harvey [1888et Pricing Model as the theoretical
framework, the Engle-Granger (1987) two-step ecarection model procedure discussed in Rao
(2005), was adopted for the estimation of the nsmdehe models are specified below:

ALOgASI =ag +a;LogMRR; +a,U;_; +&; (3.1)
ALOgASI; =bg +bLogTBR; +boU;_; +¢&; (3.2)
ALOQASI; =cg +¢jLOgER; +CoU;_; +&¢ (3.3)
ALOgASI; =dg +d;LogINR +d,U_q +¢4 (3.4)

WhereA denotes the first difference operation on theeesye variables;ab,, ¢, and d are the
coefficients showing the short run equilibrium telaship connecting the independent and the
dependent variable;,ab,, ¢, and d are the coefficient showing the long run relatlops
connecting the explanatory variables and the degr@ndariable. It has an a priori expectation sign
of minus.

U1, is the residual obtained from the linear regmssif the 1(1) variables and lagged by one as a
requirement of thgranger representation theorem. Lastly, s, v, i and gare the disturbance term
for the models. The estimation of the models wengedusing Eviews software.
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4. RESULT AND DISCUSSION

When tested for stationarity using the augmentezkegi fuller (ADF) unit root test, all the
variables were found to be stationary at firstetéhce i.e. | (1), Table 1. Thus, a simple linear
regression was estimated connecting the independeiables to the dependent variable and their
residual obtained. The residual was tested forranit using the ADF statistic.

Table 1: STATIONARITY TEST Results Using Augmented Dickeyllea (ADF) Procedure

Level test 1(0) Critical Values

ADF Stat Variables 1% 5% 10%

-1.1982 All Share Index (ASI) -3.7497| -2.9969 -2.6381
-2.9637 Exchange Rate (ER) -3.7497| -2.9969 -2.6381
-2.6474 Minimum Rediscount Rate (MRR) -3.7497| -2.9969 -2.6381
-1.8261 Treasury Bill Rate (TBR) -3.7497| -2.9969 -2.6381
-2.5629 Inflation Rate (INF) -3.7497| -2.9969 -2.6381
First Difference Test I(1)

-5.3646 All Share Index (ASI) -3.7667| -3.0038 -2.6417
-3.9891 Exchange Rate (ER) -3.7667| -3.0038 -2.6417
-5.8455 Minimum Rediscount Rate (MRR) -3.7667| -3.0038 -2.6417
-5.5479 Treasury Bill Rate (TBR) -3.7667| -3.0038 -2.6417
-3.8275 Inflation Rate (INF) -3.7667| -3.0038 -2.6417

Source: Researchers Estimation - Eviews Output

Table 2. Residual Test for Stationarity

ADF Test Statistic -2.940034 1% Critical Vettu -3.7497
5% Critical Value -2.9969
10% Critical Value -2.6381

*MacKinnon critical values for rejection of hypotie of a unit root.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(RES)

Method: Least Squares

Sample(adjusted): 1986 2008

Included observations: 23 after adjusting endpoints

Variable Coefficient Std. Error  t-Statistic Prob
RES(-1) -0.585588 0.199177 -2.940034 0.0079
C 279.3568 1496.671 0.186652 0.8537
R-squared 0.291589 Mean dependent var 406.5995
Adjusted R-squared 0.257855 S.D. dependent var 8328/451
S.E. of regression 7174.781 Akaike info criterion 20.67747
Sum squared resid 1.08E+09 Schwarz criterion 20.77621
Log likelihood -235.7909 F-statistic 8.643799
Durbin-Watson stat 1.926043 Prob(F-statistic) 0.007821

Source: Researchers Estimation - Eviews Output
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The result showed that, the variables were co-rated at 10 percent level of significance (see
Table 2 ) Following the granger representation itten the error correction models (i.e. equations
3.1 to 3.4) were then estimated. The results arsemted in Tables 3 to 6 respectively.

Table 3: Estimated Result for Equation 3.1

Dependent Variable: D(ASI)
Method: Least Squares
Sample(adjusted): 1986 2008
Included observations: 23 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob
C 0.102384 0.035979 2.845697 0.010d
D(MRR) -0.703333 0.351157 -2.002902 0.0584
RES(-1) -0.067320 0.045212 -1.488980 0.1521
R-squared 0.198610 Mean dependent var 0.105199
Adjusted R-squared 0.118471S.D. dependent var 0.183%67
S.E. of regression 0.172351 Akaike info criterion -0.557463
Sum squared resid 0.594096Schwarz criterion -0.4093b5
Log likelihood 9.410819 F-statistic 2.478324
Durbin-Watson stat 2.567501 Prob(F-statistic) 0.1092564

Source: Researchers Estimation - Eviews Output

Table 4. Estimated Result for Equation 3.2

Dependent Variable: D(ASI)
Method: Least Squares
Sample(adjusted): 1986 2008
Included observations: 23 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob
C 0.101933 0.038827 2.625281 0.0162
D(TBR) -0.293754 0.321375 -0.914054 0.3716
RES(-1) -0.056344 0.051343 -1.097405 0.2855
R-squared 0.069371 Mean dependent var 0.105199
Adjusted R-squared -0.023692S.D. dependent var 0.183%67
S.E. of regression 0.185729 Akaike info criterion -0.407949
Sum squared resid 0.689905Schwarz criterion -0.259841
Log likelihood 7.691411 F-statistic 0.745417
Durbin-Watson stat 2.336428 Prob(F-statistic) 0.487267

Source: Researchers Estimation - Eviews Output
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Table5: Estimated Result for Equation 3.3

Dependent Variable: D(ASI)
Method: Least Squares
Sample(adjusted): 1986 2008
Included observations: 23 after adjusting endpoints
Variable Coefficient Std. Error  t-Statistic Prob
C 0.101192 0.042149 2.400849 0.0264
D(ER) 0.014909 0.239304 0.062300 0.9509
RES(-1) -0.263445 0.117432 -2.243385 0.0364
R-squared 0.209102 Mean dependent var 0.105199
Adjusted R-squared 0.130013S.D. dependent var 0.183%67
S.E. of regression 0.171219 Akaike info criterion -0.570641
Sum squared resid 0.586318Schwarz criterion -0.422583
Log likelihood 9.562373 F-statistic 2.643860
Durbin-Watson stat 2.317475 Prob(F-statistic) 0.0957p4

Source: Researchers Estimation - Eviews Output

Table 6: Estimated Result for Equation 3.4

Dependent Variable: D(ASI)
Method: Least Squares
Sample(adjusted): 1986 2008
Included observations: 23 after adjusting endpoints
Variable Coefficient Std. Error t-Statistic Prob
C 0.105604 0.036960 2.857235 0.0097
D(INF) -0.181238 0.113627 -1.595024 0.1264
RES(-1) -0.064015 0.046035 -1.390570 0.179¢
R-squared 0.156062 Mean dependent var 0.105199
Adjusted R-squared 0.071669S.D. dependent var 0.183%67
S.E. of regression 0.176867 Akaike info criterion -0.505731
Sum squared resid 0.625638Schwarz criterion -0.3576p3
Log likelihood 8.815910 F-statistic 1.849217
Durbin-Watson stat 2.311333 Prob(F-statistic) 0.1832f5

Source: Researchers Estimation - Eviews Output

For equation 3.1, it was found that MRR had a $icgmt negative short run relationship with the
stock market at 10 percent significance level, /s long run component was not significant.
This implies that, while lowering the MRR would ingpe the performance of the stock market in
the short run, it is not certain that lowering MR would improve stock market performance in
the long run.

For equation 3.2, the short run relationship betw#dee stock market and exchange rate was
positive but not significant. The long run coeffist however, was significant; implying that,
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stable exchange rates would in the long run helmprove the performance of the Nigerian stock
market. The result was significant at 5 percen¢lleVhe results for equations 3.3 and 3.4 relating
stock market performance to Treasury bill and tidlarates respectively were not significant.

The long run equilibrium coefficients for all theuations however, had the expectegriori
negative sign implying that, the models where appabely specified. Only the coefficient (with a
value of 0.2634) relating the stock market to exgjgarate however, was significant. This further
implies that 26.34 percent of the short run digtog affecting the performance of the stock
market, could be corrected in the long run (in agpnately four years) if stable exchange rate
policies are consistently pursued.

5. SUMMARY AND CONCLUSION

This study examined the relationship between theksinarket and macroeconomic variables in
Nigeria. The all share index was used as a proxyhi® stock market while inflation, interest and
exchange rates were the selected macroeconomabliesiconsidered. Employing error correction
model, it was found that a significant negativershian relationship exists between the stock
market and the minimum rediscounting rate (MRR) lyimg that, a decrease in the MRR,
improves the performance of the Nigerian stock mark was also found that exchange rate
stability in the long run, improves the performarmdethe stock market. Though the results for
Treasury bill and inflation rates were not sigrafit, the results suggests that they were negatively
related to the stock market in the short run tiag$jeving low rates of inflation and keeping the
TBR low might be good for the performance of thgétian stock exchange. The conclusion is
that by achieving stable exchange rates and maintpilow monetary policy rates, monetary
policy could be effective in improving stock marketrformance in Nigeria.
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A Kalman Filter Approach to Fisher Effect:
Evidence from Nigeria

Omorogbe J. Asemota® and Dahiru A. Bala?

This paper investigates evidence of a Fisher effect in Nigeria by employing quarterly CPI inflation and
Nominal interest rates data. For a more robust result we conducted integration and cointegration testsin
order to examine time-series properties of the variables. Using Co-integration and Kalman filter
methodologies, the study did not find evidence of a full Fisher effect from 1961:1-2009:4. This result
indicates that nominal interest rates do not respond one-for-one to changes in inflation rates in the long
run despite the presence of positive relationship among the variables. Our study recommends the
adoption of potent policies aimed at checking inflation so as to help reduce high interest rates in order to
stimulate growth in the economy.

Keywords: Fisher Effect, Kalman Filter, Inflation, Interesttes, Structural breaks, Cointegration

JEL Classification: C32; E31; E43; E58.

1 I ntroduction

Interest rates and inflation are among the mosonapt variables in the economy. The Fisher
hypothesis (a relation linking the two variables)safirst introduced by Irving Fish&(1930). He
postulates that the nominal interest rate in angmgperiod is equal to the sum of the real interest
rate and the expected rate of inflation. The Fisk&tion suggests that when expected inflation
rises, nominal interest rate will rise with an doamount leaving the real interest rate unaltered.
The hypothesis has important policy implicationstfee behavior of interest rates, efficiency of
financial markets and the conduct of monetary golic

Over the years, Central Banks have raised anchterteist rates in order to check inflation and to
pursue their monetary policy objectives. Recentling interest and inflation rates have become
a source of concern over their potential to stgtewth. Hence, the Central Bank of Nigeria
(CBN) raised the Monetary Policy Rate (MBR)Y 25 basis points, from 6% to 6.25% in the
fourth quarter of 2010. This decision, by the CBMs to check rising inflation and to influence

! Address for Correspondence: Omorogbe Joseph Asemgiart®ent of Economic Engineering, Kyushu University,
6-19-1 Hakozaki, Higashi-ku, Fukuoka, 812-8581, Japan. Easgiitnotaomos@yahoo.com; asemota@en.kyushu-u.ac.jp
2 Federal Inland Revenue Service, Abuja-Nigeria; E-Maidubm@yahoo.co.uk

% Irving Fisher (1867 - 1947) is an American economist fifsb pointed out the relationship between expected infind
interest rates in his bookhe Theory of Interest, published in 1930.

* The MPR previously called the Minimum Rediscount Rate (MRR)é anchor rate at which the Central Bank of Nigeria
(CBN) lends to the Deposit Money Banks (DMBs) - DMBspoises commercial and Merchant Banks. In December, 2006
the CBN introduced the MPR. It is the benchmark intesstin Nigeria.
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economic activities. Nigeria’'s inflation rate hasce moved from 13% in the second quarter to
13.7% in the third quarter of 2010 (CBN, 2010).

Despite general acceptance of the Fisher hypothesipirical evidence has been difficult to
establish even with massive literature generateswh fstudying the relationship. While studies by
Engsted (1995) and Hatemi-J (2008), among othersnhd no support for the hypothesis,
Mishkin (1992), Evans and Lewis (1995), Wallace amarner (1993), and Crowder and
Hoffman (1996), finds evidence in favour of longirlisher effect. Cooray (2002), and Million
(2003), reported weak and conflicting results. Ehare several reasons behind the inability to
find evidence of a full Fisher effect. Tobin (196®)ted that investors re-balance their portfolios
in favour of real assets during high inflationamripds. In addition, are the different types of
interest rates and sample periods used in the malpanalysis. It may also be due to structural
changes in the co-integrating vector. Mishkin (1986ted that the relationship between interest
rate and inflation, shift with changes in monetaojicy regimes.

A long-run Fisher effect implies that when intereste is higher for a long period of time, the
expected inflation rate will also tend to be highjs implies that the two variables are
cointegrated; while a short-run effect indicatest #h change in the interest rate is associated with
an immediate change in the expected inflation (Meshkin, 1992).Interest rates affect the
demand for and allocation of credits as well asekehange and inflation rates. They also serve
as incentive to savers..

Interest rates represent the cost of borrowingratn on deposits. They range from Monetary

Policy Rates, Treasury bills, Deposit to Lendinggsa Real interest rates are usually adjusted for
changes in the price level while nominal ratesrerteadjusted and are usually equal to or greater
than real interest rates. The divergence betwesiwvth rates is affected by inflation, risk, taxes,

investment policy, and term to maturity (Uchende93).

From Figure |, it can be observed that interestgddroadly move together from 1961-2009 in
Nigeria. Interest rates were largely stable andingptogether between 4-6%throughout 1960s to
the late 1970s. The rates however showed subdtasgafrom 1980 to 1987 which was largely

attributed to government’'s policy of interest ratdsregulation in the mid-1980s. They also
witnessed high increments in 1993 with averagerésterates hovering around 26%. The CBN
made concerted efforts to reduce the rate in tlie1800s, leading to a 13% drop in 2000. Policy
rates declined further from2000 to 2007 despiteceable divergence between the key interest
rates compared to the pre-deregulation rates.

Studies show that businesses consider interesamatmportant factor in investment and would
borrow at high rates of return if the investmentidgustify the high ratés Similarly, Oresotu’s

® Recently, the Central Bank of Nigeria (CBN) decided té&emaublic on a weekly basis the average deposit and leraties) r
obtainable in all Deposit Money Banks (DMBS) to help guidsiness decisions in the economy. This decision took effect i
2010.
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(1992) findings reveal that the key factor affegtimominal lending rate is persistent currency
depreciation, through pressure on domestic liguidit

Figurel: Short and long-term interest rates in Nigeria (:2609)
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Presently, literature from developed countries @wh&r effect has concentrated on the dangers
arising from either very low or high interest ratbat include: a distorted allocation of capital,
excessive risk-taking, and destabilizing surgesapital flows. The phenomenon of low and
negative interest rates presents new challengesotwetary authorities in the US, the EU and
Japan. Negative interest rate implies willingnesgpay more for a bond today than will be
received for it in the futufe

Nigeria’s inflation experience since the mid-199@s been mixed. This is depicted in Figure Il
which shows the plot of quarterly headline, food @ore inflation rates for the last one and a
half decades. The headline inflation rates (thedslrhe) stood at 41.9% in 1996:1, before
witnessing substantial decline between 1997 and.198is reduction in inflation was due to
tight monetary policy posture of the CBN in the M@90s. However, there were major increases
in headline inflation to 13.55% in 1999:1 and astabtial drop to -1.43% in 2000:1. There were
large increases between 2000 and 2002 with inflatete hovering around 12.25% t019%
respectively. A major decline was recorded aroudd32L (5.8%) before rising substantially to
23.84% and 22.47% in 2003:4 and 2004:1. The iwilatate drops consistently from 2006:1 to
2008:1 and by mid-2008 the rates increased agaim figure 1). The core and food inflation

® In October, 2009 the Bank of Japan (BOJ) cut its benchingiest rate to almost zero percent in order to stimule
economy. Rates had been held at 0.1% since the end of 20@8vet, the BOJ earlier lifted the zero interest ratécpoh
July 2006. In late 1998, interest rates on Japanese six-meatuty bills became negative, yielding an interest rate of
0.004%, with investors paying more for the bills than tfeie valué (Mishkin and Eakins, 2006, pp52).
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rated (the dotted lines in the graph) equally mimics emment of the headline rate except around
2000 to 2004 periods. Persistent inflation redyseshasing power of a currency, and rising
interest rates could depress economic activitieedgremerging economies, Nigeria exhibits the
highest inflation and exchange rate variability tiBia 2004).

Figurell: Inflation rates in Nigeria (1996-2009)
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The objective of this study is to investigate thehEr hypothesis using cointegration and the
Kalman filter approaches for the 1961-2009 periotls. examine the dynamic relationship
between inflation and nominal interest rates, wa fiest for their order of integration. This paper
considers the effects of structural breaks, long{fisher effects and the nature of functional
forms of the models employed. This is one of thidyestudies that examine the Fisher hypothesis
using Kalman Filter Methodology in Nigeria and titeanpts to fill gaps in the empirical literature
on developing countries. The rest of the paperrgmmized as follows: section 2 reviews the
literature and discusses the methodology. SectipneS8ents the data and results of the study,
while Section 4concludes.

2 M ethodol ogy

Several studies have analyzed the Fisher effestgudifferent techniques. Atkins (1989),
Wallace and Warner (1993),and Choudhry (1994)agpligt root and co-integration tests while
others applied the Vector Autoregression (VAR)an@r@er causality methodologies in their
analysis (see, Engsted (1995), Mitchener and Weigemn(2008),etc). Recently, Hatemi-J (2008)
employs the Kalman filter approach in testing fasheér effect. Atkins (1989) tests for Fisher

" The inflation rate is designed to measure the rate oéase of a price index like the CPI. It is a percentaggeaf change in
price level over time. The computation of Food and Corer@ies however, started in 1995 by the CBN.
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effect and found that post-tax nominal interesesaand inflation are co-integrated, and that
interest rate influences changes in inflationanyeetation set equilibrium.

Mishkin (1992), in resolving the puzzle of why eosity Fisher effect occurs for some periods and
not for others, identifies the lack of empiricalidance for a short-run Fisher effect to be due to
the fact that a strong Fisher effect will only agpa samples where inflation and interest rates
have stochastic trends. He claimed that empiricalemce finds no support for a short-run Fisher
effect, but supports the existence of a long-rdecefin which inflation and interest rates exhibit
common trends.

Wallace and Warner (1993) applied the expectatadel of the term structure of interest rates
to establish the conditions under which innovationshort-term inflation will be transmitted to
short and long-term interest rates. Their co-irdggn test finds support for both the Fisher effect
and the expectations theory of the term structialier, Sargenet al.(1973) incorporates
rational expectations in their analysis of the Ersimodel and finds several implications
suggesting that real interest rate was indepenaletite systematic part of the money supply.
However, they did not recommend the adoption oystesnatic policy of pegging the nominal
interest rate at some fixed level over many periogisause such a policy would either be very
inflationary or deflationary.

Choudhry (1994) analyses the long-run interesgtith relationships in the USA during the gold

standard period (1879-1913) andhis results show ttiexe exists Fisher effects on both the
nominal short- and long-term interest rates. Mit@reand Weidenmier (2008) also got the same
results with Choudhry (1994), in favour of the ¢srge of Fisher effect in the USA during the

same period.

Engsted (1995) examines whether long-term interasts predict future inflation by assuming
the existence of rational expectations and constgante real rates and finds that for the
sampled countries, inflation and interest rates @yegarded as non-stationafy processes
that cointegrate to stationary spreads. Evans &wdd (1995) noted that findings which suggest
that nominal interest rate and expected inflationndt move together in the long run can be
deceptive when the inflationary process shifts egfrently. They characterize the shifts in
inflation by a Markov switching model but were ufeto reject long-run Fisher effect. Mishkin
and Simon (1995) examine the Fisher effect for falist and finds weak evidence in support of
the hypothesis. Their results indicate that wioleg-run Fisher effect seems to exist, there is no
evidence of a short-run effect, since short-runngea in interest rates reflect changes in
monetary policy, while long-run levels indicatelationary expectations.

Yuhn (1995) tests the relation for five countriesl aeveals that the Fisher effect was not robust
to policy changes. His results indicate strong enat of a long run Fisher effect except for the
UK and Canada. However, short-run Fisher effect ardg detected in Germany. Crowder and

Hoffman (1996) argue that pre-tax nominal interagts will not move one-for-one with inflation
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in the long-run if real interest rates are supposede unaffected by permanent shocks to
inflation. They suggested calculating variable nraabtax rates for the countries and testing the
fisher effect with tax-adjusted interest rates. lyaf1975) equally incorporates tax into interest-
inflation interactions.

Hamori (1997) employs the Generalized Method of Mata (GMM) technique to test for Fisher
effect using Japanese data from 1971-1994as teishative approach makes it unnecessary to
formulate the expected inflation rate explicitly wsll as making it possible to simultaneously
analyze the returns of multiple assets. Cooray ZpGurveys the literature by analyzing the
techniques employed, as well as offering explanatifor failure of the Fisher hypothesis.
Cooray’s review finds that although studies for th® appear to suggest positive relationship
between interest rates and inflation, they do stdaldish a one-to-one relationship as postulated
by Fisher (1930). Million (2003) revisits the Fisheypothesis, and attributes the inability of
some empirical studies to recognize the Fisheceftebe due to errors in inflation expectations.
Hatemi-J and Irandoust (2008) were also unabléentb émpirical support for a full Fisher effect
using the Kalman filter algorithm. Their results reenowever consistent with many existing
literature on the subject that found the estimatiege coefficients in the fisher equation to be
less than the hypothesized value of one. Busa®{Rdsed the Hodrick and Prescott filter to
analyse inflation into its trend, cyclical, seadoaad random components and finds that past
behaviour of the trend component of inflation andney supply are the main determinants of
long-run inflation in Nigeria.

Marotta (2009) investigates whether size and spéquhss-through of market rates into short-
term business lending rates have increased withntiheduction of the Euro..His results were
contrary to the intuition that a reduced volatility money market rates is bound to mitigate
uncertainty and to ease the transfer of policy cagnges to retail rates. Beyatral. (2009) tests
the long-run Fisher effect for 15 countries.. Thessults reveal evidence of breaks in the
cointegrating relationship for most of the courgrstudied. Though Beyet al. finds support for
cointegration between inflation and interest raths, two variables do not move one-for-one in
the long run for all cases.

Ito (2009) examines the Fisher hypothesis in Jegmieng-term interest rates by analyzing the
asymmetric impacts of inflation expectations oreiast rates. His co-integration test shows that
all interest rates move together with expectedatidh in long-run equilibrium. The implication
of Ito’s result is that nominal interest rates apdn were sensitive to inflationary expectations.
Obi et al. (2009) investigates the existence of Fisher effedNigeria and confirm the existence
of a long run partial Fisher effect from 1970-2007.

2.1 Unit root testswithout a structural break

Prior to modeling our time series data, we deteechithe order of integration of the variables.
The application of cointegration requires that tisegies data have the same stochastic structure.
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If the order of integration of inflation rate isfidgrent from that of interest rate, the data become
inconsistent with the cointegration procedure. Bagmented Dickey-Fuller (ADF) test is the
most applied statistical test for determining orofeintegration of macroeconomic time series. In
the case of trending data, it is based on thevatig regression:

k
Ay, = p+ pt+ay,, +> dAy +& »
i=1

Where &, is a pure white noise error term and whsye, = Y,_; — Yies, AV, = Y,., — Yi_s, €tC.

The lagged difference terms are added to makertioe 'rm well-behaved Equation (1) tests
the null hypothesis of a unit root against a tretationary alternative. To achieve the most
parsimonious model compatible with white-noise daals, we selected through the ‘tsig’
approach proposed by Hall (1994). This is a daggeddent method that uses a general-to-
specific recursive procedure based on the valubeof-statistic on the coefficient associated with
the last lag in the estimated autoregresSiddg and Perron (1995) demonstrates through a
simulation study that the ‘t sig’ approach is prafde to the information based criteria. For our
guarterly data, we set the maximum number of lggsto be equal to 12 (see Table 1 in the

Appendix).
2.2 Unit root testswith structural break
2.2.1 Zivot-Andrews unit root test

Perron (1989) demonstrates through a simulatiorer@xgnt that the augmented Dickey-Fuller
(hereafter, ADF) test is biased towards non-repectf the unit root hypothesis if the data are
characterized by stationary fluctuations arouncead function that exhibits a structural change.
Perron’s methodology involves incorporation of duynwariables in the ADF test to account for
one exogenous (known) structural break. The exagemoposition of break date was criticized
by Zivot-Andrews (hereafter, ZA) (1992). ZA (199@)joposes a data dependent algorithm to
determine the breakpoint. Their unit root test pchoe transforms Perron’s unit root test, which
is conditional on a known breakpoint, into an urdibanal unit- root test. Thus, following
Perron’s ADF testing strategy, the ZA unit rootttisscarried out with the following regression
equations:

Model A (Crash Modd):

k
Y, = p+Bt+ODU +ay,, + D Ay, +& 2)

i=1

8 In statistical parlance, the error term is said tovb#-behaved when it is independently and identically ntignaiistributed.
® This procedure involves starting with a predetermineximmam k say k., if kmax is significant, it is chosen. Else, it is
reduced by one recursively, until the last lag becomefgignt. However, k is set equal to zero if no lagssigeificant.
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Model B (Changing Growth Model):

k
Y, =+ B+ yDT +ay_ +) Gl +¢& 3)

i=1

Model C (Mixed Modél):

k
Y, = {4+ Bt+6DU, +yDT +ay,_, + ) chy, +& 4

i=1

WhereDU, =1 if t>TB, 0 otherwise;DT, =t-TB if t>TB, 0 otherwise,TBis the date of the

endogenously determined break. Model A, referoealstthe “crash model” allows for a one-time
change in the intercept of the trend function, mdslereferred to as the “changing growth
model” allows for a single change in the slopehd trend function without any change in the
level; and model C, the “mixed model” allows fortheffects to take place simultaneously, i.e.,
a sudden change in the level followed by a diffegmowth path™® The null hypothesis for the
three models is that the series is integrated fooit) without structural breaks. € 1). The test
statistic is the minimumt‘” over all possible break dates in the sample.(Z892) suggested
using a trimming region of (0.10T, 0.90T) to elimia endpoints. Th&extra regressors in the
preceding regressions are determined by the ‘tagigroach proposed by Hall (1994).

2.2.2 Perron (1997) Unit root test with a structural break

The ZA unit root test only allows for structuralelbk in the null hypothesis, this omits the
possibility of a unit root with structural bre&dDue to criticism of the Perron (1989) exogenous
(known) break test by Zivot-Andrews (1992) and 6timno (1992¥, Perron (1997) re-visits this

issue and proposes an endogenous one-break uhitesiowhere the break point is perfectly
correlated with the data and the structural breakncluded in both the null and alternative
hypotheses. We consider the innovational outlied@hahat allows for change in the intercept

% In our empirical analysis, we report results of modeladd model C because Perron (1989) suggests that most
macroeconomic time series can be adequately modeleg eisher model A or model C. In addition, Sen (2003) arghaid t

if one assumes that the location of the break is unknovisipibst likely that the form of the break will be unknownaezdl.

Sen (2003) assesses the performance of the minimunististatvhen the form of the break is mis-specifieds simulation
experiment revealed that the loss in power is quite negligfittkee mixed model specification is used when in fact that
break occurs according to the crash model or changing gnmettel, and concluded that practitioners should specify the
mixed model in empirical applications.

“perron (1989) allows for structural break under the null #echative hypothesis. Lee and Strazicich (2004) notatlitia
break exists under the null, undesirable results willitably occur. The ZA unit root test will exhibit size digions leading
to spurious rejections of the unit root null hypothesis. Hamsgarchers may incorrectly conclude that a serieatisrgry
with break when in fact the series is nonstationati ieak.

12 Christian (1992) argued that the choice of the breaktdaa large extent has to be viewed as being correlatedhgidata.
This is important because both the finite sample and ateyin distributions of the test statistics depend upon:tteneof
correlation between the break point and data.
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and the slope of the trend function to take plaeelgally’® In model A (Crash Model), unit root
test is performed using thestatistic for testing = 1 in the following regression:

Model A:
k
Y, =p+6DU, + Bt +dD(T,), +ay,, + > Gy, +& (5)
i=1

WhereDU, =1, if t>T, (0 otherwise)D(T,), =1, if t =Tb+1 (0 otherwise), ang is the time of the

structural break. The above regression is estimaye@LS and it is in the spirit of the Dickey-
Fuller test (1979) and Said and Dickey (1984) medtihagy, whereby autoregressive moving
average (ARMA) processes are approximated by agiessive processes. For Model C, the test
is performed, the-statistic for testinga =1 in the following regression:

Model C:

k
Y, = U+ 6DU, + Bt+yDT, +dD(T), +ay,, + D ChY +& (6)
i=1
DT, =t if t > T, (O otherwis§¢ Perron (1997) noted that selecting¥ased on the parameter of

the change in intercept or slope is likely to alltegts with greater power. We followed this
recommendation in our empirical analysis.

2.3  Cointegration Analysis
2.3.1 Cointegration without structural break

If the interest rate (denoted Ny) and inflation rate (denoted By) are both integrated of order 1,

they are said to be cointegrated if a linear comutom of them is integrated of order zero.
Statistically, N, andF, are cointegrated, if both ar@) and if £isi(0) in the following

cointegrating regression:
N, =a +[0F +¢ 7)

Cointegration tests are carried out using the Eragld Granger (1987) two-step estimation
proceduré’. The procedure involves estimating the cointeggategression equation above using
Ordinary Least Squares (OLS) and then conductingraat tests for the residuas Long-run

Fisher effect implies that interest rates and tidtaare cointegrated. Enders (1996) noted that
the Engle and Granger (hereafter, EG) proceduoeigin can be easily implemented, have some

13 The additive outlier model assumes that the change to fles securs instantaneously, which may be a poor descrigition o
the data generating process.

Co-integration is a concept that captures the co-movernémgsiables towards long-run equilibrium.
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limitations. The two-step procedure can lead totiplidity of errors; any error generated in the

first step is automatically transferred to the sectstage. In addition, the technique requires
specifying the dependent and explanatory variabbfegractice, it may be possible to find that

one regression indicates that the variables arategrated; however, reversing the order
indicates no cointegration. Again, the test is aefit when there are three or more variables;
hence, there may be more than one cointegratingnedo circumvent these inherent problems
of the EG test; we supplemented the estimatiorhefdbintegration relationship with Johansen
(1988) Maximum-Likelihood Estimators. The Johansemtegration test circumvents the use of
two-step estimators, it is also invariant to theich of variable selected for normalization and
can estimate and test for the presence of multpietegrating vectors. For description of this

procedure, see Johansen (1988).

2.3.2 Cointegration with structural break

The EG and Johansen traditional tests have limaitatespecially when dealing with a long data
span that may have been affected by major econewants such as policy changes, economic,
financial or energy crises. Gregory, Nason, andt\96) demonstrate that the power of the
ADF based cointegration tests fall sharply in thespnce of a structural break (intercept shift).
Gregory and Hansen (1996) argue that if a modebiistegrated with a one-time regime shift in
the cointegrating vector, the traditional testxdssed in section 2.2.2 may not reject the null and
the researcher may falsely conclude that thereoidong-run relationship. To obtain robust
cointegration results, we also apply the Gregoy ldansen (1996) cointegration test that allows
the cointegrating vectors to change at a singlenawk time during the sample period. The null
hypothesis (no cointegration) is the same with tbaventional test, and the alternative is
cointegration with structural break. Kasman and #&yh2008) noted that the Gregory and
Hansen (hereafter, GH) test could especially beglil when the null hypothesis of no
cointegration is not rejected by the conventiorsits. GH (1996) estimated three models; the
level shift model denoted by C, the second modeléhe shift with trend (C/T); introduce a time
trend into the level shift model and the third mlod®ime shift allows the slope vector and the
intercept to change. The three models are givethéyollowing regression equations:

Mode 1: Level shift (C)
ylt:ll’ll+/'12¢t2' +aTy2[ +Q7t:l"' n' (8)

wherel{, represents the intercept before the shift, #idepresents the change in the intercept at

the time of the shift.y;; andY, are integrated variables of order 1.

Model 2: Level shift with trend (C/T)

Yo =Mt P, Pt aly, te,t=1..n. (9)

Wheret denotes the time trend.
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Model 3: Regime shift (C/S)

Yo =Myt Up, taly,t aby,p, e, t= 1.1 (10)

in this case,,; and w,are as in model 1g,denotes the cointegrating slope coefficients before
the regime shift, andr,denotes change in the slope coefficients. The dumamable that
captures structural change is given by:

_[oif t<]nr]
b = 1 if t>[nr] 1)

Where the unknown parametei](0,1)denotes the relative timing of the change point gh

denotes integer part. The cointegration test siafisr each possible regime shiftJT is the
smallest value (the largest negative values ite,value that provides the strongest evidence
against the null hypothesis) across all possib&akbipoints. GH (1996) suggests computing the
test statistic for each break point in the inteiy@l15n], [0.85n]).

24. TheKalman Filter (KF)

The cointegrating regression equation (7) specifiredsection 2.2.2 assumes that the slope
coefficient is constant throughout the data spamnde, it does not allow the parameter to change
across time. This specification may be highly defit especially in economic and business
applications where the level of randomness is hégitl also where the constancy of patterns or
parameters cannot be guaranteed. Thus, a mordlédexiodel is the time-varying parameter

model; it allows the slope parameter to vary ranigoatross time. In statistical arena, this

flexible model is popularly referred to as thate space model. The state space representation of
equation (7) is given by:

N, =a + BF +¢
B =64 tn

The first equation in 12 is called the observatemuation or measurement equation while the
second is the state or transition equation. Thesnorement equation relates the observed
variables (data) and the unobserved state var{gh)ewhile the transition equation describes the

(12)

evolution of the state variable. The observatiomreg, and state error;, are assumed to be

Gaussian white noise (GWN) sequences. The ovebpglctve of state space analysis is to study
the development of the stat@ J over time using observed data. When a modelds ioaa state

space form, the Kalman filter is applied to makatistical inference about the motfelThe

*The Kalman Filter is a computationally efficient mettubdipdating the estimates of the time-dependent parametars of
multiple regression model as successive values of thendepevariable become available. Exponential smoothing pvide
an extremely simple example of the recursive calculatiovolved. The procedure was introduced by Kalman, Rugfalf in
1960( see Upton, G and Cook, | (2008)).
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Kalman filter (hereafter, KF) is simply a recursigatistical algorithm for carrying o
computations in a state space model. A more accwstimate of the siate vector or sl
coefficient can be obtained via Kalman SmoothingS)KThe unknown variance parameteo?

ando; ) in model 12 are estimated by the maximum likedith@stimation via the Kalman filt

prediction error decompdion initialized with the exact initial Kalmanlter. Harvey anc
Koopman (1992) demonstrate that the auxiliary el in the state space model can be
informative in detecting outliers and structurahofe in the model. For a complete expos of
the state space model and Kalman filter, see DabthKoopman (2001) and Hamilton (19

3. Data, Results and Discussion
3.1 TheData

The data used in this study ametained from thdnternational Financial Satistics database CD-
ROM (June, 2010) and the Central Bank of NigeSatistical bulletin (2009). The data
employed are on quarterly basis for the periods1-2009:4. The quarterly observation

Nigeria's interest rate (MPR) and the rate of cleamy the consmer price index (CPI) ar
expressed in percent per quarter. A time serigsgplthe series is depicted in Fig

Fig iii. Nigeria's inieresi and CFI infiation raies
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3.2.  Unit root tests

Cointegration tests requitbe same stochastic structure of the time seriedviesioas the uni
root tests. Spmfically, the series should be nonstationary baiven the same degree
integration. The first step of the analysis is &tedmine the order of integration; hence,
augmented Dickeyruller (ADF) unit root test is conducted. The tesgults are repted in Table
1. The two series are not stationary in levels fournatfter first differencing we are able to rej
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the unit root null hypothesis with or without trenthis implies that the nonstationary series are
integrated of order 1.

Table 1. Unit root test (without structural break): ADF

LCPI Inflation Lint rate

Trend No trend Trend No trend
Level -2.290(4) -2.271(4) -0.705(0) -1.360(0)
15" diff -5.883(3) -5.592(7) -13.483(0) -13.4290)

Notes:LCPI and Lint denote the natural logarithm of the i@fdtion and interest rates respectively. Signifidags are in the
parenthesis[denotes significance at 1% level. The 1% and 5% critichlegafor the model with trend and no trend
(only constant) are -3.99, -3.43 and -3.46 , -2.88 respectively.

Since the conventional ADF test is biased towarols-nejection in the presence of structural
break, we further analyse the series using unit tegts with structural break. The ZA test and
Perron (1997) test are used to capture the paggibil a single endogenous break. The results
are displayed in Table 2. Both tests cannot rejeetunit root null hypothesis. Based on the
results of Zivot-Andrews (1992) and Perron (19%4)xg, we further confirm the results from the
ADF test that the interest rate and CPI inflatiates are integrated of order 1.

Table 2. Unit root test (with break): Zivot-Andrews (1992)caPerron (1997) One-break Test

Zivot-Andrews test Perron test

Model A (Crash Model)

t-statistic ) break-dateT,) t -statistic (K) break-dateT,, )
LCPI -4.147(4) 1997:01 -4.128(4) 1996:03
Lint -2.458(0) 1982:01 -0.509(8) 1977:04

Model C (Mixed Model)

LCPI -3.924(12) 1991:02 146 (4) 1990:01
Lint  -2.956(0) 1999:01-2.961 (0) 1998:03

Notes: Critical values for the ZA test at 1% and &#mnificance level are -5.340 and -4.800 respebtifor model A, and -5.570 and -5.080
respectively for model C. The critical values foe tPerron (1997) test at 1% and 5% significancel lere -5.340 and-4.840 respectively for
model A, and -5.570 and -4.91 respectively for naiK is the lag length and is determined according ¢o thSig " approach proposed
by Hall (1994).

3.3 Cointegration tests

Since the two variables are both), it implies that they satisfy the condition forimigration

test. Hence, we first tested for cointegration withstructural change in the framework of Engle-
Granger (1987) and Johansen (1988) maximum liketlhtast. The results of the tests are
displayed in Table 3.
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Using the two conventional tests for cointegratiorg, cannot reject the null hypothesis of no
cointegration at 5% significance level. We therefaronclude that interest rate and inflation rate
are not cointegrated. Evidence was not foundfogdam Fisher effect in this case for Nigeria.
However, Gregory, Nason, and Watt (1994) have detnated that the power of the
conventional cointegration tests fall sharply ia ffiresence of a structural break. To allow for the
possibility of changes in the cointegrating veaweer the sample period, we test for cointegration
that accounts for structural breaks under the freonke of Gregory and Hansen (1996). Since the
type of structural break is unlikely to be knowre wonsider the three models of Gregory-Hansen
(1996) in our empirical analysis. The results aspldyed in Table 4.

Table 3. Cointegration tests

Engle-Granger Cointegration test

Model t —statistic k

Lint, =a +BLCP| +¢,-1.045 4

Johansen Cointegration test

Vectors Trace test A —maxtest Trace-95%

Interest rate (Lint) and inflation rate (CPI)

r<0 8.236 6.037 15.4102
r<12.199 2.199 3.840 2

Notes: The critical values for the Engle-Granger testa&/ and -3.38 at 1% and 5% significance level respgtiThe lag
length (K) is also chosen according to Hall’s criterion.

Table 4. Gregory and Hansen (1996) Cointegration tests

Models min t—gtatistic T, k

Lint, =a +BLCP| +¢

Model C -2.866 1982:040
Model C/T 2.199 1983:034
Model C/S 2.315 1983:034

Notes: L indicates that we used the natural logarithmsotdi series. The critical values for the Gregory-Hanséodgél C)
test are -5.13 and -4.61 at 1% and 5% significance levglectvely. For Model C/T, -5.45 and -4.99 at 1% and 5%devel

respectively and for Model C/S -5.47 and -4.95 at the 1% ansignificance levels respectively, andK are the break date
and lags respectively.
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Figure 4. Gregory and Hansen test: A plot of statistic for Model C, C/T and C/S
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The results of Gregory-Hansen (1996) test for egration with structural breaks cannot reject
the null hypothesis of no cointegration for theethrcases of structural breaks. Hence, after
allowing for the possibility of one structural ghif the cointegrating vector, we did not find
evidence of long-run fisher effect in the relatioips Another million dollar question is: what if
there are multiple structural breaks in the refalop? To gain further insights, it suffices to
analyze the relationship using the time-varyingapaeter model estimated via the Kalman filter.

3.4 TheKalman Filter Estimation Results

Prior to Kalman filtering and smoothing, we estimdtee unknown variance parameters
(hyperparameters) of the model using maximum lik@thmethod. This is maximized using the
BFGS (Broyden-Fletcher-Goldfarb-Shannon) optimizatimnethod. The estimation results are
given below:
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DLM - Estimation by BFGS

Convergence in 18 Iteration=s. Final criterion was O0.0000010 <= 0.0000100
Quarterly Data From 1961:01 To 2009:04
U=zakble Cbhservations 136
Rank of Cbhservables 178
Log Likelihood -3.70297

Variable Coeff 5td Error T-5tat Signif
1. & 2.0777T080910 0.0526593030 39.45567 0.00000000
2. EPEI 0.0436834443 0.005215%0614 8.3695%8 0.00000000
3 ETan 0.0006231514 0.00018793158 3.31605 0.00091300

In the estimatiomesults shown above, A represents the estimateeafdhstanta ) in model 12,
EPSI and ETAA denotes the maximum likelihood estimaté the measurement equati
variance ¢7) and transition equation varice (o) respectively. We then perform the Kalrr

filter and smoother recursion based on the estimatthe hyperparameters. We present
results of the Kalman filter and Kalman smoothedinestes in figure V and figure \
respediely. The Kalman filter and smoothed estimatesheftime path for the slope coefficie
(B ) depicted in Fig. V and Fig. VI indicates that ae-for-one relationship between inter:

rates and inflation does not exist in Ni@ over the period under consideration. As suchgig
not find evidence of full fisher effect using thalkhan Filter methodology. However, our stt
suggests a positive relationship between inflaiiod interest rates (i.e. an increase in infla
leacs to a rise in interest rates).Our conclusion altie@itnor-existence of lon-run Fisher effect
implies that inflation and interest rates do nentt together and thus there will be no str
correlation between these two series in the lomg
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We further consider the possibility of outliers atductural breaks in our tir-varying paramete

CBN Journal of Applied Satistics Vol. 2 No.1

0.3 AN
AN /A
IR /B 7z N
02 A\ \.
v S Z \
-~ /. e \
v v \
v \
7 \
v.u
7
| /
E A
/
v pd
U] N\ /
—~—e T TS

0.3
-04 i i i i T T T R S T TR SR

1965 1970 1975 1980 1985 1980 1995 2000 2005

Kaiman Smooiher estimaie of Siope coefficient %95 tpper Limit |

| %395 Lower Limit |

I\
=
N I\ P
MONAA AT
L A~ e SR T
A~ A / ]

I
Y/ IVA'N) Vo
=] v \/

I A S I e S I O
1961 1964 1967 1970 1973 1976 1979 1982 1985 1988 1991 1994 1997 2000 2003 2006 2009
State Residuals for detecting structural breaks

87

model using the framework of Harvey and Koop (1992). The duo demonstrates that

auxiliary residuals in state space models are usetl$ for detcting outliers and shifts in tr
state space model. The detection procedure isotahm standardized residuals. Since the m
Is Gaussian, indications of outliers and structbrabks arise for values greater than 2 in abs
value. We plot the stalardized auxiliary residuals in Fig VII. The platsthe residuals indica

the presence of outliers in the inflat-interest rates relationship in 1964, 1973, 1991 20D.
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We find strong evidence of structural breaks in tékationship in 1990 and 1994, and weak
evidence of structural break around 2008.

4 Conclusion

This paper tests the existence of Fisher effebligeria. Employing unit root tests, co-integration
analysis, and the Kalman filter algorithm, we did find evidence of a long-run Fisher effect
from 1961-2009. This is consistent with majority eisting literature on the hypothesis. The
results of our unit root tests show that intereseés (MPR) and CPI inflation are integrated of
order 1, while the co-integration analysis shoved the two variables are not co-integrated. This
article, apart from employing a more flexible timeyag parameter model which allows the
slope parameter to vary randomly across time, aslithe longest available quarterly inflation
and interest rate series. Therefore, after alloviamghe possibility of one structural shift in the
co-integrating vector, we did not find evidenceadbng-run Fisher effect in the relationship. Our
study recommends the adoption of potent policiehbyntonetary authorities aimed at checking
inflation so as to help reduce high interest ratesrder to stimulate growth in the economy.
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Global Financial Metdown and the

, Reformsin the Nigerian Banking Sector *
Sanusi L. Sanusi

1. Pr otocol

Distinguish Ladies and Gentlemen, let me beginhayking the organizers for honouring me with
this invitation. First of all, | must thank the \&eChancellor, the Senate and Council of the
Abubakar Tafawa Balewa University (ATBU) for thisomderful privilege and for inviting me to
give this lecture titled Global Financial Meltdown and Reforms in the Nigerian Banking
Sector”. | am aware that the highly regarded ATBU Pulblecture Series focuses on developments
on topical issues in our nation. Therefore, mytatuon to this highly regarded event in the ancient
city of Bauchi, and the hometown of our great PriMmister, late Alhaji Abubakar Tafawa
Balewa, is greatly appreciated.

As the International Monetary Fund, IMF observéa, €xtent and severity of the crisis that began
with the bursting of the housing bubble in the @diStates in August 2007 reflects the confluence
of myriad of factors some of which are familiarrfr@revious crises, while others are new. As in
previous times of financial turmoil, the pre-crigigriod was characterized by (i) surging asset
prices that proved unsustainable; (ii) a prolongestlit expansion leading to accumulation of debt;
(i) the emergence of new types of synthetic ficiahinstruments; and (iv) regulatory failure. This
time around the rapid expansion of securitizatioot (tself a new phenomenon), which changed
incentives for lenders and lowered credit standaxassed the crisis. Systems became fragile
because balance sheets became increasingly coffiyither complicated by increased use of off-
balance-sheet instruments). Financial market ptaywere highly leveraged and relied on wholesale
funding and external risk assessments. Cross-b@uilovers intensified after the crisis started
because financial institutions and markets acramsldss were closely linked and risks highly
correlated.

No doubt, the world is inextricably linked by gldization. Thus, the economic and financial crisis,
which started in the United States, destabilizedketa and economies (developed, developing and
underdeveloped) around the globe and, has continoedominate discussions on the global
economy. These days one would hardly watch theviggd® or browse through national and
international newspapers, magazines and journdtsouti stumbling upon headline news of how
political leaders are scrambling for strategiesnitigate the impact of the financial crisis on the
domestic and global economy.

As rightly pointed out in several quarters, thebglofinancial crisis has been a major constraint to
growth in most countries, a situation that has keggravated by banking system crisis. The theme

! (Being the full text of a Public Lecture deliveredize Convocation Square, Abubakar Tafawa Balewiaddsity, Bauchi, Friday, December
10, 2010
2 sanusi L. Sanusi is the Governor, Central BankigeNa
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of this lecture is, therefore, very pertinent apritvides opportunity for the academia, researchers
and policy makers to explore alternative policy anaktical steps that can be taken to stem the tide
of recession, especially in developing countriks Nigeria.

Carl Menger in his 1871 seminal work on economiogples opined that “All things are subject
to the law of cause and effect”. It is imperatigeatgue here that, there is no exception to theatgr
principle in the light of the origin and cause($)tlme global financial crisis and its consequences.
As a corollary, we live today, in an era in whidoeomic liberalism and small governments is so
much propagated, and in which, it is generally eige that self regulation of markets is the best
way of promoting competition, productivity, efficiey and growth. An unarguable guide for lovers
of freedom and adventure is the fact thiaéeédom has responsibility’ While the freedom to
innovate has led to the rapid development of tharftial market in major industrialized countries
and emerging markets, it has become clear thae ttsean inherent danger in the manner the
markets were developing without proper supervisinod moderation. Innovation has worked in the
financial markets and has contributed significantlythe process made possible lbissez faire.
However, the same innovation thd¢epenedhe financial markets also accentuated predatory,
unsecured and irresponsible lending behavior anfmagncial institutions thus, exacerbating the
global meltdown.

The focus of this lecture is on the Nigerian expece. | believe that my audience at this lecture
today will share some perspectives on the subgatying from their individual experiences. The

critical challenge that Nigeria faces today as @onas how to create some irreducible minimum

standards of financial system stability that wilomote strong financial institutions and the

emergence of budding banking system, and henceessistained growth and development in
Nigeria and indeed in the rest of Africa.

The lecture is intended to stimulate discussiond,enable policy makers to come up with ways of
identifying specific institutional arrangements apdactical mechanisms that would expand
financial services to economic agents in Nigeriae Tocus is on developing, over time, an efficient
and sustainable banking sector for economic aigs/ito thrive. The vision is for a system that
integrates the domestic, foreign, short and lomg teources, where banks can exploit each others'
comparative advantages in cost-effective finarsgavices delivery.

2. Global Financial Meltdown: Natureand Origin

Let me start with a discussion of the nature angiroiof the global financial meltdown or crisis.
The termfinancial meltdowndefines moments when financial networks and markatidenly
become markedly unstable or strained to the poi@revit may collapse. It features sudden change
in expectations, speculative bubbles, falling mi@nd frequent bankruptcies. The literature is
replete with ‘what constitute a crisis or finanamltdown, but as related to the issues in diseurs
Eichengreen and Portes (1987) have defined casisaa‘sharp change in asset prices that leads to
distress among financial markets participants.’EAshengreen (2004) noted, it is not very ‘clear
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where to draw the line between sharp and moderate phanges or how to distinguish severe
financial distress from financial pressure.’” Commaeles on the origin of the crisis noted
myriadcauses including excessive and corrupt mestof ‘sub prime mortgage lending’ (that led
to high mortgage default and delinquency ratehiénUWnited States), massive funding of the “war
on terrorism” and the erroneous belief that “fresrket” principle is perfect, fair and efficient (&h
New York Times, November 20, 2008). It is to be eabtthat because it was global, its
consequences affected national, regional and globatets and economies.

The financial instability and panics caused in gmrtthe sub-prime mortgage lending difficulties

and consequent failure of the investment bankimysiry in the United States, notably Lehman
Brothers, Merrill Lynch, Morgan Stanley and JP MamgChase, as well as government-backed
Mortgage giants Fannie Mae and Freddie Mac arelwr@eognized to be at the root of the current
global financial meltdown. Most commentators agres the origin of the sub-prime crises is due
to a constellation of factors notably:

i. Low real interest rates in the US which was manadifor a long-time prior to the crises
thereby encouraging accommodating monetary policy;

ii.  Extreme confidence about the continued rise in imguprices and low volatility in the US
housing market. Between 1996 and 2005, US housicgpnationwide went up about 90
per cent. They went up 60 per cent between 20028608, and in the 30 year run-up to the
crisis, rarely did housing prices fall.

iii. A shift in mortgage lending toward the less creditiry, marginal borrowers, or sub-prime
borrowers who do not qualify for prime mortgages@lin the sub-prime market, more than
half of the loans were made by independent mortdrgkers who were not supervised at
the federal level, unlike banks and thrift insiibuts.

iv. Incentive problems associated with the securittratnmodel for the mortgage loans into
mortgage backed securities. There were also ineengroblems for the so-called
“independent” credit rating agencies, who were #gueavily involved in developing the
structured product they rated.

The sub-prime crises actually broke out in 200Ayéwer its effect was not dramatic then due to
write-down of losses by the affected investmentkisathereby eroding their capital. The realized
losses dramatically increased when the contagiosasipto other counterparties such as insurance
companies, hedge funds, finance companies, andaiarad pension funds that invested heavily in
the structured products. The contagion became lpellabecause the investors were not only US
companies. European banks, and emerging markdéutrests, in particular, bought just about as
many as US banks, which led to contagion aroundjliiee.
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Perhaps, a brief synopsis of the stages of theagfotancial meltdown would suffice in explaining
the origin of the global meltdown within an apprepe context. Historically, there have been four
major crises. These are The Great Depression,rdsh of 1987, the crisis of the 1990s and the
1987 Asian Financial Crisis. There was alsodbecomcrisis which was a fall out of the crises of
the 1990s. In August 2007, there were reported scadeliquidity constraints as financial
institutions faced difficulties raising funds inetlunited States so much so that, by March 2008,
there was an unprecedented credit contraction editccrunch as financial institutions tightened
credit in the US. During this time, there were wglgead cases of defaults in many markets which
by July 2008 had spread to other economies. Bylasiequarter of 2008, the US and European
countries officially declared that they were in remic recession. Consequently, the magnitude of
distortions to national economies became unpred¢eden what was later referred to as the worst
economic crisis in human history.

Thus, from 2002 to early 2007, the decline in Jbtgtin the global economy and financial
markets was reflected in lower measures of maikkt which encouraged firms to increase their
risk-taking. However, in September 2008, the ecanatownturn particularly in the United States
and a number of industrialized economies signaiedbieginning of a recession triggered by the
credit crunch that resulted from the crisis.

In Nigeria, like in many developing countries peutarly in Africa, the initial impact of the crisis
(the first round effect) was not felt because Nge&ras not a major player in the global economy.

The banking system was less integrated with théajldinancial market, and the sound
macroeconomic policies adopted by the country hlped to cushion the effect of the crisis. In
addition, the banking system operated with simpiaricial products but had strong capitalization
as a result of the recapitalization exercise ofR2@fowever, as the recession in advanced countries
deepened, Nigeria became affected with consequefmcethe economy as a whole and the
financial sector in particular.

3 Impact of the Global Financial M eltdown on Nigeria
3.1 Impact on the Nigerian Economy

It is by now very clear that Nigeria was not insethfrom the crisis, especially the second round
effect. The crisis which manifested itself globally the form of liquidity and credit crunch,
breakdown of confidence in the banking system,edes#laging and banks inability to improve
capital adequacy, weak consumer demand, and fglbival output, affected Nigeria through both
the financial and real (trade, remittances and aittBnnels. The undiversified nature of the
Nigerian economy and the high dependence on expdrtsude oil as well as foreign capital
inflows compounded the impact of the external shadking from the crisis. In specific terms,
Nigeria experienced low demand for its oil exparedo recession in the economies of her major
trading partners. The Nigeria's Bonny Light CrudeSpot Price FOB which was $95.16 per barrel
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in January 2008 rose to $146.15 in July 2008 bededining to $76.24 per barrel by October 17
2008. Thus, within four months, it had lost 50%tsfpeak price. This, coupled with the collapse in
the international price of oil, led to severe deelin foreign exchange receipts and consequently,
government revenue contraction. The low accretmrfoteign exchange reserves and demand
pressure in the foreign exchange market led totilibjaand substantial depreciation of the naira
exchange rate. Government resorted to Excess Qraceunt drawdown and domestic borrowing
to finance its activities. Within the period, thewvas substantial decline in foreign capital inflows
(foreign direct investment (FDIs); portfolio investnt, and remittances from Nigerians in
Diaspora) just as foreign trade finance reducedifstgintly for some banks while for others credit
lines literally dried-up. It is perhaps in the dapimarket that the greatest impact was felt. The
prolonged downturn in the capital market inducedslgnificant divestment by foreign investors
and compounded by lingering liquidity tightness,nmg public confidence, and panic selling by
domestic investors lead to significant losses byestors. The stock market which remained
bullish between December 2005 and March 2008, sugdeecame bearish in April 2008 and has
remained nearly so since then with only marginabvery. At the height of the bull-run in early
March 11, 2008, equity market capitalization-ait2\64 trillion while the Nigerian Stock Exchange
All Share Index (ASI) which rose by 37.8 per cemt2006 and 1.01 per cent in 2005 gained a
record 74.73 per cent in 2007. Between 31st Dece2@/ and the peak of the bull-run in early
March 2008, the market gained 14.45 per cent. By gad 2008, the NSE All Share Index which
gained 74.73 per cent the previous year, had dztliny 45.8 per cent while equity market
capitalization declined by 32.4 per cent fredaO\3 trillion at year- end 2008 te@\B6 trillion at
the close of 2008. Thus, between 2007 and 200&8ledeclined by 42.5 per cent compared to
33.8 per cent decline between 2008 and 2009. Thresmonding figures for market capitalization
were 27.5 and 28.3 per cent, respectively. Thet@apiarket downturn also had negative impact on
the banks balance sheet through increased prongidor bad debts and lower profitability.

In spite of the debilitating impact of the crisidigeria’s growth trajectory was not significantly

impaired. The real Gross domestic Product (GDP)wtirorate which averaged 6.29 per cent
between 2004 and 2007 declined marginally to 589c¢ent in 2008 rising thereafter to 6.9 per
cent in 2009. This is often attributed to the ingsiee performance of the non-oil sector,
particularly, agriculture and the continuous impéation of sound macroeconomic policies. The
external reserves was, however, still able to sttpgideast 15 months of imports.

3.2 Impact on the Banking Sector

Recall that in 2004, the Central Bank of Nigeri®{§ embarked on banking sector reform (Bank
Consolidation) which sought, among other thingssttengthen the banking system and improve
the operational efficiency of the Nigerian banks.tat time, the Nigerian banks were generally
weak and inefficient. CBN surveillance report agmd-March 2004 indicated that 62 banks out of
89 were classified as sound/ satisfactory and 1vhaginal. The number of unsound banks had
risen from 9 as at end-December 2003 to 11 in M#342There was serious over-dependence on
public sector funds and CBN credits as well asamedrom foreign exchange trading on the part of
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the banks. Besides being grossly undercapitalileel, banking industry was characterized by
several weaknesses including poor corporate gomeengoor asset quality, inaccurate reporting
and non-compliance with regulatory requirementiinfa ethics and de-marketing of other banks
in the industry, gross insider abuses resultinchuge non-performing insider related credits,
oligopolistic structure with 10 of the 89 banks toilling more than 50 per cent of the industry
assets and liabilities, lack of capacity to suppbe real sector of the economy, and lack of
competition by banks in savings mobilization to stothe level of deposits. The situation was such
that weak banks were paying higher interest rates bid to attract more deposits. As at end-May
2004 banks indebtedness to the CBN was abdut36 billion. The bank consolidation exercise
was meant to address these weakness through edizagion of banks with minimum paid-up
capital of AR5 billion: ensuring minimal reliance on public s&cfor funds; adoption of risk
focused and rule-based regulatory framework; adopdf zero tolerance in regulatory framework
in data/information rendition/reporting and infracts; stricter enforcement of corporate
governance principles for banking; expeditious pescfor rendition of returns by banks and other
financial institutions through e-FA$Srevision and updating of relevant laws for effest
corporate governance; ensuring greater transparandyaccountability in the implementation of
banking laws and regulation; and the establishntgnain asset management company as an
important element of distress resolution.

There is no doubt that the consolidation exerba® some positive impacts on the banking sector.
The banking system was transformed from 89 bank®3othrough regulatory merger and
acquisition and latter to 24 through market-induosetger and acquisition. Bank branches grew
from 2,900 in 2005 to almost 5,500 in mid-2009. iBes deepening of the capital market, the
banks were positioned to actively participate wider range of activities, including financing of
infrastructure and the oil sector.

However, while the consolidation exercise lastentasn developments in the economy and within
the banking system itself put the banking sectaeatous risk. Between 2004 and 2008, Nigeria
enjoyed unprecedented increase in oil price whasulted in huge inflow of foreign exchange and
robust economic growth. This, coupled with appreleidevel of foreign direct investment inflows,

resulted in huge liquidity in the economy which tieal sector of the economy could not absorb.
The excess liquidity found its way into the stocarket as shown in the unprecedented rally in the
stock prices on the Nigerian Stock Exchange betvi2®®% and March 2008. The excess liquidity
also allowed banks to raise capital. Fresh capésled between 2006 and first quarter of 2008
amounted te4,603 billion. The increase in capital supportedKksa balance sheet growth with

banking sector assets as percentage of GDP incgeespidly to 60 per cent from about 30 per
cent in 2004. With significant capital and grediguidity, banks were increasingly under pressure
to create risk asset amidst limited product innovaaind diversification. This, coupled with poor

risk management practices, ultimately led to a eatration of assets in certain areas, in particular
margin lending and oil trading/marketing. As at &ecember 2008, banks’ total exposure to the

3 Electronic Financial Analysis and Surveillance 8ystused to render report by commercial bankse BN
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oil industry stood at overRb4.0 billion, representing over 10.0 per centhef banking sector total
and over 27.0 per cent of the shareholders’ funds.

Thus, in mid-2008 when the global financial andreouic crisis set in, the domestic financial

system was already engulfed by several interdeperfdetors that led to the re-emergence of an
extremely fragile financial system similar to prensolidation era. These factors included
macroeconomic instability caused by large and suddgital inflows, major failures in corporate

governance at banks, lack of investor and conswophistication, inadequate disclosure and
transparency about financial position of banksticai gaps in regulatory framework and

regulations, uneven supervision and enforcemenstructured governance and management
processes at the CBN/weaknesses within the CBNwaa#tnesses in the business environment.

It is clear, therefore, that when the global crsigntually hit Nigeria, the banking sector was ill
equipped to weather the storm in spite of recap#éfabn. As we are all aware, the financial crisis
had an adverse effect on both the oil and gas rsecid the capital market where the Nigerian
banks were exposed to the tune=df.® trillion as at December 2008. The result washarp
deterioration in the quality of banks’ assets whioimediately led to concerns over banks’
liquidity. Indeed, the Nigerian banking sector whswn into severe crisis as many of the banks
became distressed.

3.3 Remedial Measuresto Mitigate the Impact on the Banking Sector

The initial diagnosis of the distress in the bagksystem amplified by the global financial crisss a
a liquidity problem led to the introduction of seakemeasures by the CBN between 2008 and
2009. These measures included, among others, doetren in the Monetary Policy Rate (MPR),
cash reserve ratio (CRR) and liquidity Ratio (LRhe MPR was gradually reduced from 10.25 per
cent to 6 per cent to its present level betweente®aper 18, 2008 and July 7, 2009 and
subsequently raised to 6.25 per cent on Septenihet(A.0. Similarly, the CRR was reduced from
4.0 per cent to 2.0 per cent and further to 1.0cpet while the LR was progressively reduced from
40 per cent to 25 per cent. The CBN also issuegttiMe to banks to restructure their margin loans
up to 2009, and expanded its discount window towaladditional instruments as well as allow
banks to borrow up to 360 days (currently suspenuteaddition to stoppage of liquidity mopping-
up. Greater emphasis was placed on enforcemeriteo€CBN Code of Corporate Governance to
promote transparency and accountability in banksvels as the review of contingency plan for
systemic distress in banks.

These measures did not fully resolve the problesisth® system remained fragile. It was
discovered that nine banks were the main userseoEkpanded Discount Window (EDW) over a
nine-month period ending June 2009. Accordinglyewlthe CBN eventually closed the EDW in
July 2009, and in its place, guaranteed interbda&gments, it was observed that these nine banks
were the main net-takers under the guarantee amagigt. At this point it was clear that the issue
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was far beyond the liquidity problem and if drasdictions were not taken, the financial system
could collapse.

4 Current Banking Sector Reforms
4.1 Diagnosisand Initial Stabilization Steps

Given the precarious state of the Nigerian bantks, @BN in June 2009, took a three pronged
approach to assess the financial condition of thdanks. The first was the special examination
exercise jointly conducted by the CBN and the NagemDeposit Insurance Corporation (NDIC).
This exercise highlighted inadequacies in capitsdea ratios and liquidity ratios as well as
weaknesses in corporate governance and risk maraggmactices in 9 banks. These banks were
found to be in a grave situation as a result oftaggiquidity and corporate governance concerns.
They failed to meet the minimum 10 per cent ca@ti@quacy ratio and 25 per cent minimum LR.
Apart from accumulating high non-performing loahB>(), these banks were seriously exposed to
the oil and gas sector as well as the capital ntsrkoor risk management practices in the form of
absence of necessary controls measures were preasl¢he board and management of the banks
had failed to observe established controls. Theaneimy 14 banks were found to be in a sound
financial state and did not require the CBN to takg action.

The second approach was to carry out diagnostiit twdugh independent consultants. The report
of the audit exercise revealed greater magnitudeealk financial condition of the nine banks. All
of them were “technically” insolvent with signifisenegative asset value. It also exposed several
illegal activities that had been taking place wrefof the affected banks.

It was against this background that the CBN movedisively to strengthen the industry, protect
depositors and creditors, restore public confideacd safeguard the integrity of the Nigerian
banking industry. The initial measures/ initiatkaden by the CBN in conjunction with NDIC and
the Federal Ministry of Finance (MOF) included otjen ofN620 billion into the nine banks; the
replacement of the chief executive /executive dmecof eight of the nine banks with competent
managers with experience and integrity; reaffiroratof the guarantee of the local interbank
market to ensure continued liquidity for all banks)d guaranteeing of foreign creditors and
correspondent banks’ credit lines to restore cemiog@ and maintain important correspondent
banking relationships.

When the new management of the banks took offideggame necessary to also carry out further
detailed and independent assessment of the filaooraitions of the banks. Thus, the third
approach was to carry out management account aidihe affected banks by their new
management. The outcome was very much in line thil of the audit report. Consequently, the
management took numerous actions under the CBNago&lto ensure that the banks operated
effectively with particular emphasis on improvingarisparency and operations. To improve
operations, the new management took steps to:n{prave reporting infrastructure, internal
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governance and risk management procedures; (n¢ase transparency and disclosure; (iii) ensure
effective and continuous communication with allkstaolders; (iv) ensure weekly reporting
between the MDs and the CBN on financial performeandoan recoveries, and; (v) immediate
report of any material developments to the CBN. sdees taken to improve operations included
continued focus on loan recovery to improve NPLostreducing cost to income ratio; avoiding
unnecessary costs; focus on de-risking and dedguey the balance sheet and liquidity
management.

There is no doubt that these initiatives enablesl nime banks to continue normal business
operations and prevented a total collapse of tinkibg sector.

4.2 Long Term ReformsMeasures

The focus of the CBN is first of all to ensure thiare is financial sector stability and, secondly,
that the financial system assists in growing tred sector of the economy. It is important to note
that any economy that cannot create jobs on araomis basis, reduce poverty, and guarantee its
citizens functional and qualitative education adl s world class infrastructural facilities is not
only unsustainable but would remain globally uncetije.

Attainment of this fit goes beyond short term dilie measures. It requires a strategic medium to
long term measures. This explains why the focub@tecent CBN reforms is in the following four
areas (pillars) namely: enhancing the quality afksa establishment of financial stability, enabling
healthy financial sector evolution, and ensuringt tthe financial sector contributes to the real
economy. A brief discussion of each of these mliarvery critical to an understanding of where
we are going.

4.2.1 Enhancingthequality of banks

This consists of a five part programme to enhaheeoperations and quality of banks in Nigeria.
These are industry remedial programmes to fix #hedauses of the crisis, implementation of risk-
based supervision (RBS), reforms to regulations ragailatory framework, enhanced provisions
for consumer protection, and internal transfornrratdthe CBN.

The industry remedial programmes include a sehibfatives to fix the key causes of the crisis,
namely, data quality, enforcement, governance, nsknagement and financial crime. These
initiatives are structured in such a manner thatlihnks do most of the work to entrench new
behaviours in the industry, with the CBN playingrass-industry management role. The focus is to
ensure that governance best practices are embéudled industry including the CBN as well as
ensuring that risk-based supervision (RBS) primgpimethodology and processes are established
across the CBN and NDIC. Under the RBS, the intenis to establish a programme management
structure within the CBN to ensure that there lgh level of communication with the industry,
implementation quality is measured and examinerpiiae the necessary skills. A monitoring
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mechanism to measure the programme’s impact andeeashigh level of responsiveness to issues
raised by the industry will also be established.

The regulation and regulatory framework reform pamgme involves systematic review of
regulations and guidelines around the key caus#seadrisis by industry regulators; harmonization
and raising to world-class standards of the sup@mviprocesses, technology and people within the
various financial regulators; and establishmentaofcentre of competence for International
Financial Reporting Standard (IFRS) and N-GAAP+lenpentation.

In the area of consumer protection, the aim is riguee that consumers receive appropriate
protection with the CBN acting as the consumer’goadte, setting standards of customer service
for the industry and ensuring that customers aa&tdd fairly in all their dealings with the indystr
Already, there is a Consumer Protection Unit inniea/ly created Financial Policy and Regulation
Department of the Bank. This Unit will work withgervisors to ensure that appropriate rules and
regulations are enforced by the banks.

Under the reform, the CBN will be transformed ts@m® good corporate governance, stronger
information management system, people developnasak,enhanced disclosure to levels expected
in major investor countries such as the UnitedeStathe United Kingdom, South Africa, China and

India.

4.2.2 Establishing Financial Stability

The main thrust of this pillar is for the CBN tooprde leadership in some areas and championing
some causes. The key features of this pillar cemtoeind strengthening the Financial Stability
Committee (FSC) within the CBN, establishment ofcrogprudential rules, development of
directional economic policy and counter-cyclicadctl policies by the government and further
development of capital markets as alternative tokbunding. The creation of a new macro-
prudential framework designed to ensure that moygtalicy is not only shaped by systemic risk
trends but also consistent with the expanded gfmlsoroduct and asset stability is a major
component of this pillar. This will be complementeyl the establishment of the FSC which will
work together with the Monetary Policy Committeeaithieving these objectives. It is the intention
of the CBN to champion the development of the edpitarket through the improvement of its
depth and accessibility as an alternative to bamklihg as well as encourage implementation of
directional economic policy, particularly countsretical fiscal policies, that will reduce oil-retd
volatility in the system. It is time to make betiese of our oil endowment by harnessing it for
strategic investment and also ensure that lendidgravestment get to the real economy, especially
the priority sectors, instead of being used tcatefifinancial asset bubbles.
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4.2.3 Enabling Healthy Financial Sector Evolution

The focus here is on ensuring the emergence ofmpettive banking industry structure; provision
of the required infrastructure for financial systesuch as the credit bureau and registrars;
improvement in the cost structure for banks throogst control and business process outsourcing;
reliable and secure payments system; reductionhefibformal sector and greater financial
inclusion. Foreign bank participation would be aemeged in order to improve and strengthen the
financial system provided such entry does not affiee development of the local banking sector.
Market-based merger and acquisitions activities thauld create stronger banks would be
supported while other banks that would drive regi@tonomic development will be licensed. In
the area of infrastructure provision, three privaiedit bureaux (XDS Solutions, CRC Limited and
CR Services Limited) have been licensed while tiBNGvould work with the Securities and
Exchange Commission (SEC) towards the creatiomnaohaeptable number of Registrars for all
securities in the country. Central to the refornthe need to check the excessive costs in the
banking system which is attributable, in the maémninfrastructure cost, high salaries/emoluments
for executives and poor operational efficienci¢ssIthe intention of the CBN to encourage the
development of electronic channels to drive dowdustry cost structure while working with the
banks to improve on the quality of service deliverprder to improve customer confidence.

Nigeria presently has a large informal sector whiels been estimated by the World Bank to
constitute about 57.9 per cent of Nigeria's Grossidthal Product (GNP). This is higher than what
obtains in Brazil, Ghana, Turkey, Malaysia and SoMtrica. Developing a financial system that
will take care of this large segment of the econasnyf utmost necessity. Thus, enhanced financial
inclusion strategy would result in more accuratasueement of economic outputs, increase in tax
base and tax revenue, more effective policy devety and more efficient use of financial
infrastructure. All these will in turn improve poyi efficiency and help in poverty reduction.

Central to healthy financial sector evolution i tlkstablishment of the Asset Management
Corporation of Nigeria (AMCON) as part of a broaahking sector crisis resolution strategy. The
AMCON Act 2010 was signed into law on July 19, 20f¢hen operational, AMCON would serve
as a vehicle to free the banks from the weighthefrtnon-performing assets and accelerate the
process of financial revitalization of the bankisgctor. Besides, the CBN is currently reviewing
the basic one-size-fits-all model of banking thas lemerged since consolidation. In addition to
reviewing the universal banking model, we consitl@appropriate to introduce greater diversity in
bank mandates. In the near-term, it should be plesso have international, national, regional,
mono-line and specialised banks such as Islamikbanthe country. Already the guidelines for
specialized institution have been fixed as followsin-interest bank (regional}-5N\billion,
noninterest bank (National}-19 billion, and primary mortgage institutions;5Noillion. The
commercial banks have also been restructured @gmmal, national, and international banks with
paid-up share capital ef10 billion,MN25 billion, andMb0 billion, respectively.
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4.2.4 Ensuringthe Financial Sector Contributesto the Real Economy

The last and final pillar of the reform blue priatensuring that the financial sector contributes t
the real economy. Rapid financialisation in Nigettid not benefit the real economy as much as
had been anticipated. Development financial instihs set up for specific purposes such as
housing finance, trade finance and urban developrhawe not fulfilled their mandates. Many
successful emerging markets have witnessed preacfowernment actions to ensure that the
financial sector contribute to the real economygeMia can learn from countries with successful
track records in creating financial accommodati@neconomic growth through initiatives such as
development finance, foreign direct investment,tuencapital and public-private partnerships. In
this regard, the CBN through the reforms shalegluate on continuous basis, the effectiveness of
existing development finance institutions and atities in agriculture, manufacturing, and import-
export credits, (ii) take a public lead in encoumgghe examination of critical issues for economic
development, such as the impact of infrastructuge gower, port and railway, (iii) lead further
studies on potentials of venture capital and penmiblic partnership initiatives in Nigeria, and
(iv) cooperate with State governments in runnirigtgrogrammes that are aimed at directing the
financial sector’s contribution to the State’s seseconomic development.

So far, the CBN has taken concrete measures tadinthe real sector of the economy. Some of
these measures include:

(i) N500 Billion Critical Infrastructure Fund: The Infrastructure Intervention Fund was
introduced in April 2010 by the CBN to provide letegym support to finance critical infrastructure
projects. The Fund is a 15-year debenture invedtmethe Bank of Industry (BOI) for on-lending

to all eligible deposit money banks (DMBs) and Depenent Finance Institutions (DFIs) at 1%.
These DMBs and DFIs will in turn lend to promotefghe projects at a maximum of 7.0%;

a. N 200 Billion Refinancing/Restructuring of SM E/M anufacturing Fund: Out of the*600
billion Critical Infrastructure Fund approved;280 billion was set aside for refinancing/
restructuring of SME/Manufacturing Fund in April ZD to enable banks refinance and
restructure their existing loan portfolio to SMEslananufacturing. The 15-year facility has
a 3-year moratorium with loan amounts ranging fagdB million (minimum) to=AL billion
(maximum) to single obligor at an interest rate/ df per cent annually repayable quarterly.
On July 28, 2010, the-]BO billion programme for refinancing and restruictg of loans to
SMEs and manufacturing sector was launched. Alre&dy beneficiaries have been
screened for the disbursement of the money.

b. N 300 billion for long term funding of Power and Aviation. The balance o£BOO0 billion
was also approved to provide long term funding ow& @250 billion) and Aviation
Industry €660 billion).
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4.3 TheJourney so Far

In the last seventeen months, the implementatioth@fvarious aspects of the reforms has been
vigorously pursued. Far reaching measures andtivés have been put in place. New prudential
guidelines were issued in May 2010. The AMCON Aas lbeen signed into law and the Board

inaugurated. These and several other measuresploaitevely impacted on the banking sector. In

spite of several challenges, it is gratifying tdenthat no single bank in Nigeria has collapsed and
no depositor has lost his/her money as a resuhlteobanking sector crisis. The banking system has
been stabilized and the nine most affected banks bantinued normal operation while modalities

for injecting fresh capital into them either by s#aolders or through acquisition and merger

arrangements are being finalized.

To a large extent the reforms have succeeded umniaty macroeconomic and financial system
stability. Overall output in 2010 is expected toHgher than in 2009. Projections by the National
Bureau of Statistics, showed that real GDP in 2@ilDgrow by 7.85 per cent compared to 6.66
per cent in 2009. The growth rate appears robusthaue is need to ensure it translates into job
creation and poverty reduction.

Between 2009 and 2010, the volatility in inflatibas moderated significantly. Headline inflation
declined steadily from 15.1 per cent in end-2008L@04 per cent in September, 2009, rising
thereafter to 15.6 per cent in February, 2010. &then, it has maintained a downward trend to
13.4 per cent in October, 2010. Food inflation ryeen 18 per cent at end-2008 to 20 per cent in
February, 2009 before declining to 14.1 per cenOrttober, 2010. It is only non-food (core)
inflation that has increased to 13.2 per cent ito®er, 2010, having declined from 10.4 per cent in
end-December 2008 to 7.4 per cent in Septembef.200

Inter-bank rate and other key money market rate® maoderated significantly compared to the

pre-reform period. Weighted average inter—bank redé and other key money market rates fell to
below the end-December 2008 level by end-AugusB24iter the sharp increase between January
and July 2009. As at 28 July 2010, the inter—bat& had fallen to 1.12 per cent while the Open
Buy-Back (OBB) rate stood at 1.10 per cent. In oese to the increase in MPR of September 21,
2010, both the Inter-bank call rate and OBB haeaded upward averaging 10.56 and 8.23 per
cent, respectively by November 15, 2010. In spit¢he fluctuation in money market rates, the

lending rates have remained consistently high. grimee lending rate stood at between 18 and 19
per cent while the maximum lending rate hovereavbeh 22.56 and 23.91 per cent over March
2009 and May 2010. The average prime lending eteamed at 16.66 per cent in both October
and September 2010, declining from 16.89 per cenfugust 2010. The average maximum

lending rate, however, declined to 21.85 per centOctober 2010 from 22.20 per cent in

September 2010 and 22.31 per cent in August 20h6. Weighted average savings rate equally
declined marginally to 1.48 per cent in Octoberl@@rom 1.49 per cent in September, 2010 and
1.41 per cent in August, 2010 while the consolidadeposit rate increased to 2.31 per cent in
October 2010, up from 2.07 per cent in Septembdr2a7 per cent in August 2010. The spread
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between the average maximum lending rate and theotidated deposit rate, however, narrowed
to 19.54 per cent in October, 2010 from 20.14 @t en September 2010, and 20.04 per cent in
August 2010.

The exchange rate has stabilized. The high excheatgevolatility noticed before July 2009 has
disappeared. For a long time now the exchangehageaemained at betweerd AB/AL52 per US$
compared with up te-NB0 per US$ between March and May 2009.

The confidence in the financial system is gradubiyng restored. External exposure to Nigerian
banks has improved considerably. EXIM Bank exposoifdigerian banks increased from US$403
million to US$1 billion. European Investment Bankshincreased its exposure to Nigerian banks
by an additional US$150 million. The Internatioi@hance Corporation (IFC) has also increased
its exposure to Nigerian banks. Recently, it hasoanced its intention to inject US$300 million
credit into two Nigerian banks. This consists of8280 million long-term funding to GTbank and
US$100 million convertible sub-debt and senior BmFirst Bank.

The capital market has also witnessed some stabilite sharp drop in both market capitalization
and the NSE ASI noticed between February 2008 gmmd 2009 has been reversed. As at July 28,
2010 market capitalization (MC) stood-a6.83 trillion while ASI was 25,889.98. By November
15, 2010, the ASI had declined marginally to 25,3@1while MC increased te-O08 trillion.
Gross inflows of FDI are expected to improve in @@% first quarter 2010 inflows stood-e8478
billion compared to fourth quarter 2009 inflow efl0R.42 billion. Inflows are toward share
equities, banking, telecommunication, manufactuand oil and gas sectors.

Monetary and credit aggregates have, however, pedermed consistently falling below their
long term trends. The decline in broad money (M2\gh witnessed up to July 2009 was reversed
and except in January and May 2010, the growthhasebeen positive. M2 grew by 4.25 per cent
in October 2010 which when annualized representgtbath of 5.10 per cent. Net credit to the
economy grew substantially since June 2009 althaudfas moderated since January 2010. In
October 2010, aggregate credit grew by 19.69 pet which annualizes to 23.63 per cent. Credit
to the private sector which grew since July 200f@ declined between January and August, 2010.
Since then, it has been rising. By October 2018ditrto private sector, core private sector, and
government grew by 3.86, 3.07 and 64.02 per cespactively, on annualized basis. It should,
however, be noted that the decline in monetary eggges is not peculiar to Nigeria as other
countries faced similar outcomes due to the glébahcial crisis.

The good news is that the banking system has resuereling. New credit to the economy
increased from=NL45,459 million in April 2010 te=lI73, 807 million in May 2010+-N845,998
million in June, 2010 representing increases ol %er cent and 99.1 per cent respectively. It
however, declined te-B22, 275 million in October, 2010, representinglidecof 6.85 per cent.
Credit by non-intervened banks rose fresh2¥,270 in April 2010 te=145,885 million in May
2010, and¥218,904 million in October 2010, representing iases of 14.63 per cent and 50.1 per
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cent, respectively. Similarly, the intervened bartkedit increased from=28,189 million to
N27,922 million and=M3,371million, also representing 53.51 per cent &&d33 per cent,
respectively. The bulk of the credit went to OidaGas, Manufacturing, and Transportation and
Storage. Furthermore, the stress test conducteshttgaon the twenty four banks has shown that
the financial soundness of the banks (both intesdeand non-intervened) has improved
significantly compared to the crisis period.

It is also gratifying to note that of tke5R0 billion approved for power and aviation sectssvell
as for the refinancing/restructuring of manufaatsrportfolios with the DMBs, aboutN9 billion
had been paid to the Bank of Industry (BOI) fobdisement towards the refinancing/restructuring

of manufacturers’ exposures to the DMBdso, of the other liquidity injections approved the
CBN, N80.701 billion had already been disbursed under Goenmercial Agricultural Credit
Scheme, while=R68.84 million had been paid by the Bank as its 0 cent interest rebate
obligation on 35 large scale agricultural projaatsler the Agricultural Credit Support Scheme.

5 Reform Challenges

In spite of the achievements so far, a number a@llehges have remained. Indeed, economic
growth has been robust, but a major challenge ® tw sustain and translate this into new
employment opportunities. The link between the mgjowth drivers, particularly agriculture and
manufacturing, continue to be weak. Hence, the fa@twring sector remains an insignificant
contributor to growth. There is, therefore, urgeeéd to address all binding constraints to growth.
As you all are aware, inadequate or absence of leasinomic and social infrastructure remains a
major binding constraint on Nigeria’s growth andrelepment. There is therefore, an urgent need
to fast-track the proposed reforms in some keyosecif the economy, notably power and oil/gas
sectors, to attract the much-needed investment raddce the huge import bills on refined
petroleum products. There is absolutely no reasby @ur refineries should not be functional.
There is also the need to deepen the deregulataegs in the electricity and transport sector to
attract private investment. The allocation of resbility for infrastructure development among
different levels of government need to be reviewResumption of credit to key productive sectors
of the economy is key because of the obvious medaitong term implications for the real
economy. This requires adequate regulatory intéiwes to develop all sectors of the credit market
from microfinance to larger corporations.

While acceleration of credit market reform suchd&gpute resolution mechanism, credit bureau
regulation, and leasing laws are very critical,cagde attention must also be given to development
of public-private partnership framework, legal feawork for rental markets, etc. A major
challenge also lies in reducing the high lendirtgrest rate in the face of low money market rates.

Growing banking system liquidity is still desirabéd, hence, the need to quickly bring the
banking system reforms to closure. There is urgexdd to inject fresh funds into the banks
affected by regulatory actions in addition to tlemoval of the “toxic assets”. This is where
AMCON is very critical.
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A major challenge remains how to strike an appedprbalance between monetary, fiscal and other
policies. There is s a limit to what monetary pplcan do to deliver economic growth. Other
complementary policies must be in place. Bankirgdagaeforms is a necessary but not a sufficient
condition for economic growth and development. Clamentary reforms in other areas of the
economy, particularly in agriculture (in additiom ¢nergy sector mentioned above) to curb high
import bills on food (rice) and reduce demand pressn the foreign exchange market, are
absolutely necessary.

Equally important is the rising government expemdit and borrowings with the possible
crowding-out effects on the private sector. Thiads to the fore the need to eliminate unnecessary
subsidies that add to government expenditure abt de

6 Conclusion

Distinguished audience let me reiterate the faat ghsound, efficient and stable financial system i
very critical to the development of an economy. Tdlebal financial crisis and the post-
consolidation weakness in the Nigerian financiastesn, occasioned by illegal and criminal
activities in some of the Nigerian Banks have givise to a fragile financial system which the
CBN has tried to fix in the last seventeen moniie result so far has been quite encouraging. We
shall remain focused and committed to this cause.ddal is to bequeath to this country a stable
financial system that will oil the wheels of ecoriomevelopment on a sustainable basis. We count
on your support for this noble cause.

Thank you for listening.
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